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Abstract

Feature selection has become an indispensable machine learning process for data preprocessing due to the

ever-increasing sizes in actual data. There have been many solution methods proposed for feature selection

since the 1970s. For the last two decades, we have witnessed the superiority of metaheuristic feature selection

algorithms, and tens of new ones are being proposed every year. This survey focuses on the most outstanding

recent metaheuristic feature selection algorithms of the last two decades in terms of their performance

in exploration/exploitation operators, selection methods, transfer functions, fitness value evaluation, and

parameter setting techniques. Current challenges of the metaheuristic feature selection algorithms and

possible future research topics are examined and brought to the attention of the researchers as well.
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1. Introduction

The data generated by contemporary applications are increasing drastically in terms of the number of

instances and features. This rapid increase in data sizes brought by Big Data has become an important issue

for recent machine learning algorithms [1, 2]. Feature selection is one of the commonly used preprocessing

techniques of the machine learning community for the removal of irrelevant, noisy, and redundant data5

while increasing the learning accuracy and improving the quality of the classification results. Lately, it

has become an essential task in the development of efficient data mining and machine learning algorithms.

Therefore, feature selection has been the focus of many studies for quite some time [3]. Many feature selection

algorithms have been proposed in the literature to obtain the most informative subsets that provide higher

quality results for classification and clustering. As of February 2022, one million and 50 thousand related10

articles are displayed at Google Scholar when the keywords “feature selection” are searched.
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There are three main methods for feature selection: filter, wrapper, and embedded methods. Filter

methods (e.g. information gain) are based on a statistical analysis of the attributes. Wrapper methods utilize

a search algorithm along with a classifier and test the performance of each subset of features. In embedded

methods, the search for the best performing feature subset and classification are handled simultaneously.15

There exists a trade-off between the filter and wrapper methods: even though filter methods are easier to

calculate, wrapper methods outperform filter methods [4].

Obtaining the optimal subset of features is an NP-Hard problem [5, 6]. Metaheuristic algorithms are one

of the best tools to deal with combinatorial problems [7–9]. Moreover, studies show that metaheuristic algo-

rithms perform better than exhaustive or greedy approaches [10]. State-of-the-art metaheuristic algorithms20

are highly influenced by nature, and today, they are widely used in the feature selection domain [11–18].

In this review, we focus on recent generation metaheuristics of the last two decades that have been pro-

posed for the solution of feature selection other than the classical methods, Genetic Algorithm (GA) [19],

Particle Swarm Optimization (PSO) [20, 21], Ant Colony Optimization (ACO) [22], Simulated Annealing

(SA) [23], Genetic Programming (GP) [24], Differential Evolution (DE) [25], Tabu Search (TS) [26], and Ar-25

tificial Immune Systems Algorithm (AIS) [27]. These are the most studied conventional methods, and there

are still studies (including hybrid and multiobjective versions) published with these classical metaheuristic

algorithms [28]. In Section 2, we provide brief information about previous surveys on these metaheuristics

before starting to review our selected recent metaheuristics.

According to the No-Free-Lunch (NFL) theorem, no optimization algorithm is good enough to solve all30

problems [29]. Therefore, there is no guarantee to find the best set of features on all problem domains using

a single metaheuristic. Considering these issues, there will always be a possibility of obtaining better results

with new metaheuristics on feature selection. In the literature, hundreds of new articles are being published

every year. These studies produce high-quality solutions with metaheuristics on feature selection, and this

intense interest attracts the attention of numerous researchers. The reported results of these algorithms are35

remarkable on huge datasets. In this context, we tried to review the studies of distinguished academicians

who received many citations and whose papers are published in the top journals and conferences.

Figure 1 gives the number of available studies related to the classical metaheuristics. The results are

obtained from the Google Scholar website using the keywords “feature selection” + “genetic algorithm”,

and so forth. There are more than 200 thousand papers on feature selection related to classical feature40

selection algorithms, and the most studied two are observed to be Genetic Algorithm and Particle Swarm

Optimization.

In Table 1, our selected recent/new 22 metaheuristics for feature selection are listed chronologically.

During the selection of these metaheuristics, we focused on the number of citations, promising results,

computation performance, prediction accuracy, and their main contributions. Moreover, we inspected the45

strengths and weaknesses of these new metaheuristic algorithms. There are more than 59 thousand search
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Figure 1: The number of feature selection studies related with classical metaheuristics on Google Scholar. (The results are

obtained with keywords “feature selection” + “the name of the metaheuristic” as of February 2022 (searched in the whole

document).)

results related to these 22 recent metaheuristics on Google Scholar. The three most cited metaheuristics

are Artificial Bee Colony Algorithm (ABC), Firefly Algorithm (FA), and Cuckoo Search (CS) with more

than 23 thousand search results. In Figure 2, the search results of the algorithms on Google Scholar can be

observed.50

Figures 3 and 4 give information about the number of available studies related to the classical and recent

metaheuristic feature selection algorithms with Scopus search results respectively. It is seen that the results

are proportional to the results of Google Scholar.

A comprehensive review of previous related surveys is well studied in Section 2. Our study is unique when

compared with other surveys in terms of selected metaheuristics. Section 3 gives information about the com-55

mon definitions/structures, operators, solution representations, transfer functions, fitness value evaluations,

and the best performing classifiers used by the algorithms. In Section 4, brief information about the recent

metaheuristics selected in this survey for the feature selection is given. Section 5 presents multiobjective

versions of the metaheuristic algorithms. In Section 6, hybrid metaheuristic and hyperheuristic algorithms

that combine recent and classical approaches for the solution of the feature selection are reviewed. Section 760

gives information about the benchmark datasets and search engines that are used by feature selection algo-

rithms in experiments. Our concluding remarks, open problems, and challenging issues of feature selection

are presented in Section 8.
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Figure 2: The number of feature selection studies related with recent metaheuristics on Google scholar. (The results are

obtained with keywords “feature selection” + “the name of the metaheuristic” as of February 2022 (searched in the whole

document).)

2. Previous surveys for feature selection

In this part of our survey, we aimed to summarize the previous reviews of feature selection in the last 3065

years. More than 40 most-cited and recent surveys in the literature are listed chronologically. We believe that

it will be a good resource for interested readers. There are many surveys in this area, and they contain good

information on the subject. However, there is no detailed research like our review on recent state-of-the-art

metaheuristics used for feature selection.

Although the first papers about feature selection date back to the 1970s, the best survey papers of this70

area started appearing in 1992. Kira et al. analyzed the strengths and weaknesses of feature selection and

introduced a new statistical algorithm (Relief) in 1992 [52]. The Relief works in linear time complexity

according to the number of given features and training instances. The authors reported the comparison

results of Relief and other algorithms, which supports their theoretical analysis. Siedlecki & Sklansky

analyzed the feature selection methods, branch-and-bound search, and beam search for multidimensional75

pattern classification in 1993 [53]. They reported the benefits of using GA and SA. Dash & Liu focused

on a set of methods used for the feature selection between 1970 to 1997 [54]. They grouped existing

methods in terms of evaluation functions and generation. The advantages and disadvantages of the methods

were explained, and research areas were investigated. Martin-Bautista & Vila reviewed data mining and

knowledge discovery issues of feature selection [55]. A comprehensive survey about GA to select the most80

4



Table 1: Our selected new/recent metaheuristics for the feature selection problem.

Acronym Metaheuristic Year

HS Harmony Search [30] 2001

BFO Bacterial Foraging Optimization [31] 2002

AFSA Artificial Fish Swarm Algorithm [32] 2003

ABC Artificial Bee Colony Algorithm [33] 2005

BBO Biogeography-Based Optimization [34] 2008

FA Firefly Algorithm [35] 2009

GSA Gravitational Search Algorithm [36] 2009

CS Cuckoo Search [37] 2009

BA Bat Algorithm [38] 2010

TLBO Teaching-Learning-Based Optimization [39] 2011

KH Krill Herd [40] 2012

SSO Social Spider Optimization [41] 2013

GWO Grey Wolf Optimization [42] 2014

ALO Ant Lion Optimization [43] 2015

SCA Sine Cosine Algorithm [44] 2016

WOA Whale Optimization Algorithm [45] 2016

CSA Crow Search Algorithm [46] 2016

DA Dragonfly Algorithm [47] 2016

SSA Salp Swarm Algorithm [48] 2017

GOA Grasshopper Optimization Algorithm [49] 2018

BOA Butterfly Optimization Algorithm [50] 2019

HHO Harris’ Hawk Optimization [51] 2019

relevant features was presented. Different fitness values and parameters used by this evolutionary algorithm

were reviewed. Philippe & Gallinari prepared a review of neural network approaches to feature selection

[56]. The authors introduced baseline statistical methods used in regression and classification in their study.

The methods were compared using benchmark problem instances. Molina et al. evaluated the fundamental

algorithms in the literature using a controlled scenario, and they developed a scoring framework to analyze85

the amount of relevancy and redundancy of datasets [57]. Liu & Yu wrote a comprehensive survey on the

main approaches and algorithms of feature selection for classification and clustering [6]. A new framework

was proposed for search evaluation, strategies, and data mining. They built an integrated method for
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Figure 3: The number of feature selection studies related with classical metaheuristics on Scopus. (The results are obtained

from the keywords “feature selection” + “the name of the metaheuristic” as of February 2022 (including the title, abstract and

keywords of the documents).)

intelligent feature selection. Examples were given on feature selection to integrate a meta-algorithm. The

authors identified the challenges and main trends in feature selection. Saeys et al. presented a survey on90

feature selection for bioinformatic studies [58]. They tried to catch the reader’s attention to the feature

selection area by developing a taxonomy of feature selection techniques, their use, and their potential in

bioinformatics. Yusta provided an overview of metaheuristics (GRASP, TS, and Memetic Algorithm) that

were proposed for the feature selection [59]. The authors observed that the GRASP and TS algorithms

could provide better results than a GA.95

Zhao et al. mentioned that no repository collects feature selection algorithms, and they proposed a

repository with the most popular feature selection algorithms for comparison [60]. The repository provides

a more reliable platform to evaluate newly proposed feature selection methods. Liu et al. prepared a survey

on the key components and developments of feature selection on data mining [61]. They reviewed research

fields of contemporary interests and continuing research activities and defined multidisciplinary research100

areas. De La Iglesia reviewed the evolutionary algorithms for feature selection [62]. The study reported

models for providing computational efficiency and understandable approaches. GA, GP, ACO, and PSO

algorithms were investigated in this study. Ganapathy et al. reviewed features for intrusion detection in

networks [63]. Smart software agents, GA, neural networks, neuro-GA, fuzzy techniques, rough sets, and

PSO intelligence were analyzed. Bolón-Canedo et al. created several synthetic datasets and employed many105

algorithms to observe their performance on the task of selecting features [64]. Zhai et al. analyzed the origins
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Figure 4: The number of feature selection studies related with recent metaheuristics on Scopus. (The results are obtained from

the keywords “feature selection” + “the name of the metaheuristic” as of February 2022 (including the title, abstract, and

keywords of the document).)

of Big Data and the evolution of feature selection using popular datasets in analytics and computational

intelligence research [65]. The authors reviewed the state-of-the-art feature selection methods to evaluate

the existing approaches for Big Data. Kumar & Minz introduced the general procedures, fitness evaluation

processes, and the basic structures of feature selection [66]. A comprehensive review and evaluation of feature110

selection methods were performed. Moreover, they summarized the applications, challenges in this area, and

future research directions of the problem. Chandrashekar & Sahin provided an overview of feature selection

methods in the literature in 2014 [4]. They gave a generic introduction to the elimination of variables

that are used in machine learning. They focused on the methods: filter, wrapper and embedded. Tang

et al. prepared a survey about the most-used feature selection algorithms: Linear Discriminant Analysis,115

Principal Component Analysis, Information Gain, Canonical Correlation Analysis, Relief, Lasso, and Fisher

Score [67]. Vergara & Estévez presented a review for the information-theoretic methods [68]. The difficulty

of optimal feature selection was described. The feature relevance, redundancy, and synergy, and Markov

blanket were defined. A set of related problems were introduced. Khalid et al. prepared a survey on

widely used feature selection and extraction techniques for improving the performance of classifiers [69].120

The strengths and weaknesses of widely used feature selection methods were discussed. In their survey, Xue

et al. indicated that the feature selection problem is very hard due to its complex search space [70]. They

gave brief information about successful evolutionary computation methods that have recently gained much

attention. They reviewed new guidelines for evaluating the approaches. Current challenges were identified for
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future research. Ang et al. presented a taxonomy of supervised, unsupervised, and semi-supervised feature125

selection alternatives and reviewed the gene selection methods in the literature [71]. The experiments verified

that the prediction accuracy of unsupervised and semi-supervised feature selection is promising. Jović et

al. mentioned the difficulty of searching exhaustively for the optimal feature subset [72]. In their review,

they considered the most common feature selection algorithms (filter, wrapper, and embedded). Hybrid

versions of these algorithms were also inspected. Miao & Niu reviewed the feature selection studies on130

computer vision and text mining [9]. Experiments showed that unsupervised feature selection performs well

to improve the performance of clustering. Gnana et al. prepared a survey about various feature selection

methods in 2016 [73]. Wang et al. surveyed the principles of feature selection and recent applications

in big bioinformatics data [74]. They formalized a combinatorial feature selection problem and classified

the methods as exhaustive, heuristic, and hybrid search algorithms. Li et al. surveyed recent advances in135

feature selection [75]. The applications of feature selection were introduced. The applications were mainly

in multimedia retrieval, social media, and bioinformatics. Sheikhpour et al. investigated semi-supervised

methods for feature selection [76]. Li et al. provided a comprehensive study in big data feature selection

[77]. They reviewed the feature selection from a data perspective for conventional structured, heterogeneous,

and streaming data. They classified the feature selection algorithms into similarity, information-theoretical,140

sparse-learning, and statistical techniques. They provided a repository for open-source feature selection

algorithms. Moreover, open problems and challenges were listed in this study.

Cai et al. discussed evaluation measures for feature selection [78]. Urbanowicz et al. focused on Relief-

based algorithms (RBAs), which are filter-style feature selection algorithms [79]. The authors included

a review of RBA research. Brezovcnik et al. prepared a comprehensive literature review of 64 Swarm145

intelligence algorithms for feature selection [80]. The datasets used by the algorithms were also listed. Deng

et al. gave a review on text classification feature selection techniques [81]. The popular representation of

documents was presented, and similarity measures were reported. They reviewed the Nearest Neighbors,

Naive Bayes, Support Vector Machines (SVM), Decision Tree, and Neural Networks. They also surveyed

state-of-the-art filter, wrapper, embedded, and hybrid methods of feature selection. Venkatesh & Anuradha150

prepared a survey about dynamic IoT and web-based application data feature selection [82]. The scalability

is a critical concern of feature selection methods for this domain. Fernandez et al. provided a comprehensive

review of unsupervised feature selection methods [83]. They prepared a taxonomy of the methods, the

main characteristics and ideas about the algorithms. Important open challenges in this research area were

discussed. Bolon-Canedo et al. prepared a survey about ensemble learning for feature selection [84] . They155

reviewed the recent advances and future trends. Liu & Wang provided a brief survey on nature-inspired

metaheuristics of the last decade [85]. The main challenges were discussed in terms of scalability, stability,

accuracy, and computation.

Al-Tashi et al. presented a literature review of the multiobjective feature selection problems and proposed
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techniques [86]. They reviewed related studies between 2012 and 2019. The review verified that there160

exists no perfect method for the multiobjective version of the feature selection problem. Agrawal et al.

presented a literature review on binary metaheuristic algorithms developed for feature selection between

2009 and 2019 [87]. The metaheuristic algorithms were classified into four categories. More than a hundred

metaheuristic algorithms were presented in this study. Challenges and issues were discussed, and research

gaps were highlighted. Moreover, a case study was presented on University of California, Irvine (UCI)165

Machine Learning Repository datasets.

Some of the state-of-the-art studies on classical metaheuristic algorithms are listed as follows. Unler &

Murat proposed a metaheuristic algorithm, i.e., a modified version of PSO, for the binary feature selection

problem [88]. Experiments verified that the performance of the algorithm is better than other classical

algorithms. There exist many other studies that apply different versions of PSO on feature selection task170

[89–93]. Deniz et al. proposed a multiobjective GA for the feature selection of binary classification [10]. The

algorithm was compared with PSO, Greedy, TS, and SS methods. Xue et al. presented a multiobjective study

to generate a Pareto front of feature subsets [94]. Taradeh et al. proposed an algorithm with evolutionary

mutation and crossover operators to solve the feature selection problem [95]. Hancer et al. developed two

new DE-based filter approaches for the feature selection problem [96].175

3. Common structures of recent metaheuristics

In this part of our survey, we give information about the common definitions/structures, solution rep-

resentation, operators, selection methods, fitness value evaluations, and common machine learning methods

(classifiers) used by the recent metaheuristics that we have reviewed in this survey. We focus on common

approaches of most of these algorithms, although there are many more structures or techniques applied180

by the selected metaheuristics. For example, the binary representation of the solutions is the same in the

majority of the methods.

3.1. Solution representation

The metaheuristic optimization approaches use a population of candidate solutions. The solutions are

usually represented as a vector of values. For metaheuristic feature selection algorithms, the representation185

of a solution is generally a binary encoding of a selected set of features. In Figure 5, we see a candidate

solution with its selected features. In this solution, there are eight features, and four of them are selected.

In this representation, 2n many feature subsets can be generated, where n is the number of features. This is

theoretically the same with the formal definition of the number of feature subsets. Therefore, it is possible to

find every subset of features with this representation. That is why it is the most common way of representing190

the information of individuals.
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Figure 5: The binary encoding of a solution used by wrapper-based feature selection algorithms.
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parent 1
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offspring 1
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crossover point

Figure 6: A sample exploration operator for binary feature selection metaheuristics.

3.2. Exploration and exploitation

Balancing the exploration (diversification) and exploitation (intensification) activities is a crucial task for

the optimization performance, accuracy prediction, and convergence speed of the metaheuristic algorithms.

Detailed research on this issue can be found in a study by Xu & Zhang [97]. There is no clear answer to195

this question yet. With fitness landscape analysis and information landscape approaches, a better balance

between these activities is decided [98]. The balance between exploration and exploitation is not to be 50%

of the total optimization time. This is an issue that should be well set by the dynamics of the proposed

algorithm [99]. Metaheuristics can adaptively tune these phases and perform considerably better than other

algorithms. Unexplored areas should be evenly visited as much as possible, and the search should not get200

stuck into local optima. Exploration is generally used to get rid of the local optima, whereas exploitation

searches for the neighboring alternative of the current solution. For a common exploration operator, e.g.,

crossover in GA, please see Figure 6. A big part of the solution is changed after applying this technique.

Using exploitation operators, promising regions can be searched to find better results. For exploitation

of the solutions, an operator similar to mutation in GA is generally used (see Figure 7). A feature (gene) is205
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Figure 7: A sample exploitation operator for binary feature selection metaheuristics.

chosen from the array of features and changed with zero if its value is one and vice versa.

3.3. Fitness value evaluation

The fitness function calculates the solution quality of selected features. Different fitness functions may be

preferred during the optimization process. Selection of this function can significantly affect the performance

of the optimization regarding its speed and accurate prediction capability. Moreover, in the feature selection210

task, minimizing the number of selected features is also important. Accordingly, a common fitness function

used by recent metaheuristics is as given below [12, 100]:

Fit = αER+ β

(
|S|
|O|

)
(1)

where ER is the classification error, |S| is the length of the selected subset of features, and |O| is the length

of all features in the original dataset. α ∈ [0, 1] and β = (1− α) are two values that indicate the impact of

classification error and feature size, respectively.215

Multiobjective versions of the functions are also possible. In multiobjective versions of this problem,

the fitness function tries to maximize the classification accuracy while minimizing the number of features.

Accordingly, the multiobjective formula with both objectives is modeled as follows:

minimize f1, f2

subject to

f1 = |S|

f2 = ER

(2)

The length of the optimal subset of features is initially unknown, and exploring/exploiting the sets of

features is the best way for minimizing |S|. In case it is known prior to the study, it is still hard to obtain220

the optimal subset as it requires a search over
(|O|
|S|
)

combinations. Second step is to evaluate the quality of

the selected features. Accuracy and F1-measure are the common metrics used to compare the classification

11



quality. Accuracy is calculated with dividing correctly classified instances by all instances. F1-measure

gives the balance between precision and recall. These metrics evaluate correctness of true predictions and

ability to detect true instances, respectively. When the dataset consists of imbalanced classes, F1-measure225

is preferred over Accuracy for evaluation.

3.4. Transfer function operators

The metaheuristics are mostly developed for solving continuous optimization problems. Later, their

binary (discrete) versions are proposed. During this transformation, the continuous approaches are converted

into a binary version utilizing transfer functions. Mostly, S and V-shaped transfer functions are used in the230

literature. A transfer function shows the probability of selecting a feature or not. Kennedy & Eberhart

proposed a transfer function for PSO as given in Equation 3 [101]:

T (xij(t)) =
1

1 + exp−x
i
j(t)

(3)

where xij is the j -th feature in solution x, in the i -th dimension, and t shows the current iteration. In

S-shaped transfer functions, an element can be updated using Equation 4:

xij(t+ 1) =

1, r < T (xij(t+ 1))

0, otherwise
(4)

where r is a random value between 0 and 1. In V-shaped transfer functions, a feature can be updated using235

Equation 6, depending on the probability values given in Equation 5 [36]:

T (xij(t)) =| tanh(xij(t)) | (5)

xij(t+ 1) =

¬xij(t), r < T (xij(t+ 1))

xij(t), otherwise
(6)

where the ¬ operator negates the current value.

3.5. The main activities of a metaheuristic algorithm

Figure 8 gives the generic flowchart diagram of the main activities performed by metaheuristic algorithms.

First, an initial population is created and the fitness values of the candidates are calculated. Later, the240

iterations start. Given a termination condition, new candidate solutions are generated by the exploration and

exploitation operators of the metaheuristics. It is important not to evaluate the same solutions repeatedly

during the optimization. Because it is highly possible that the recombination operators of the metaheuristics

are going to generate the same candidates repeatedly, and there is no need to spend time to recalculate

them. Moreover, since these algorithms are computationally expensive, their faster versions, e.g., parallel245

12
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Figure 8: The main steps performed by metaheuristic algorithms during feature selection optimization.

or dynamic programming, can obtain better results due to their increased number of fitness evaluations in

less time.

3.6. Setting the parameters of metaheuristics

Controlling the parameters of a metaheuristic algorithm is one of the most important research areas [102].

This has a great impact on the performance of the algorithm. Moreover, the size of the individuals in250

the population and the number of iterations (generations) should be decided since the metaheuristics are

population-based algorithms. The number of iterations, selection method of the parents, mutation ratio,

and the convergence ratio are critical parameters that should be well-tuned to provide better solutions in

terms of computation time and solution quality. These parameters are common for all population-based

metaheuristic algorithms [103].255

There are also algorithm-specific parameters of the recent metaheuristic algorithms. Some of the al-

gorithms report the minimum number of parameters to be tuned for the optimization, whereas there are

algorithms with many parameters to be set. Considering the difficulty of adjusting the parameters, their

effects on performance can be observed in many recent articles. Algorithms having fewer number of param-

eters may be considered better, however, higher number of parameters can help by directing and improving260

the optimization process in a better way by giving the chance of tuning these possibilities.

3.7. Common classifiers used in feature selection algorithms

In this part, we give brief information about common supervised machine learning techniques used by

wrapper feature selection algorithms. Commonly, the datasets used in the experiments are divided into

two parts, namely, training and validation parts. Using the cross-validation method, the accuracy of the265
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classifiers is tested with selected features. The training set trains the classifier and the remaining instances

are used to assess the selected features. The K-Nearest Neighbors (KNN) is among the most used classifiers

in feature selection algorithms. The KNN is easy to implement and its computational cost is lower than

most of the classifiers. The speed of the classifier is a serious criterion while selecting the learning algorithm

as thousands of fitness evaluations are performed during the experiments. Better results can be observed270

with faster machine learning algorithms such as Extreme Learning Machines [104, 105]. SVM can achieve

better classification performance, but it is computationally an expensive classifier. Deep learning shows

excellent performance on the classification problems, and it is a very hot research area lately [106]. Logistic

Regression, Naive Bayes, Random Forest, Artificial Neural Networks, and Optimum Path Forest are other

common classifiers used for the feature selection [87]. The classifiers may perform differently in various275

domains. Therefore, instead of selecting a single classifier, the researchers should test multiple classifiers in

their experiments.

3.8. Evaluation metrics

The performances of the algorithms are evaluated depending on the fitness values. As discussed in

Section 3.3, fitness value calculation relies on the prediction performance and the number of selected features280

in the subset. In addition, the execution times of the algorithms also play a non-negligible role.

Accuracy and F-measure are common metrics for measuring the prediction performance, but other

metrics also exist. Precision, Recall, Area Under the Curve, Mean Absolute Error, Kappa statistic [107],

Correlation Coefficient [108], Root Mean Square Error, Relative Absolute Error, and Root Relative Squared

Error [109] are some examples of other metrics. In addition, Carrasco et al. [110] presented a survey on the285

recent trends of statistical analyses for the computational intelligence algorithms and prepared the statistical

background of tests.

4. Selected recent metaheuristics in literature

This section gives brief information about recent metaheuristic algorithms (in alphabetical order) that

we have selected/reviewed in this study. A formal description of the metaheuristics, the exploration and290

exploitation approaches, and some related feature selection studies that have been highly cited are given

in this part. Most of them (and their hybrid versions) are reported to obtain competitive results with the

classical metaheuristic algorithms.

4.1. Ant Lion Optimization (ALO)

Mirjalili proposed the ALO that is inspired by the hunting actions of ant lions [43]. The ALO algorithm295

simulates the interactions between ant lions and the prey (e.g. ants) in the trap. In their search for food,

14



ants move around randomly. Ant lions hunt them with their traps as ants wander. The random movement

of ants is modeled as given below:

X(t) =

t∑
i=1

2r(ti)− 1 (7)

where t is the number of random walk steps (iterations), and r(t) is a random value between 0 and 1.

The optimization mechanism of ALO is based on the following rules. Ants use different random walks for300

all their dimensions (exploration). Ant lions build traps according to their fitness values. A higher fitness

value helps build a better trap. Ant lions with better traps catch ants with a higher probability. When an

ant enters a trap, its random walk range is reduced (exploitation), and the ant is pulled under the sand

when its fitness value is better than the ant lion’s fitness value. Ant lions change their positions and build

new traps at the position where their prey is caught.305

Emary et al. developed ALO algorithms for wrapper-based feature subset selection task in classification

[11]. They indicated that the ALO uses a single operator to find a balance between the exploration and

exploitation operations. Binary and transfer functions were used in the algorithms. They compared the

proposed ALO algorithms’ results with three other optimization algorithms (PSO, GA, and binary BA).

They evaluated all these methods over 20 datasets retrieved from the UCI repository. Results showed that310

the proposed ALO algorithms are effective in search for the optimal feature subset regardless of the initial

population generation techniques or other operators used in the algorithms. Wang et al. proposed an ALO

algorithm with wavelet SVM for reducing the hyperspectral image using Levy flights to deal with local

optima [111]. A new criterion was developed to estimate the classification accuracy. The proposed method

outperformed other algorithms and found the optimal solution, and its classification accuracy is provided315

with fewer bands. Zawbaa et al. presented a chaotic ALO for the feature selection [112]. They proposed a

parameter to control the balance between exploration and exploitation. This parameter changes iteratively

to limit the random walk of the ants and to reduce the amount of exploration as the optimization gets closer

to the optimum result. They tested their method on ten biological datasets to prove that their method

generalizes well. They compared their results with PSO and GA algorithms using several quality metrics.320

Mafarja et al. employed the ALO algorithm for the wrapper-based feature selection [113]. They developed

six variants of ALO. They set different transfer functions to each variant for mapping the continuous search

space to a discrete one. They tested all variants’ performance on 18 UCI datasets. Moreover, they compared

the results with other available approaches in the literature.

4.2. Artificial Bee Colony Algorithm (ABC)325

ABC was proposed by Karaboga in 2005 [33]. ABC is the most cited metaheuristic algorithm for

feature selection among our selected set of algorithms. It is inspired by the social cooperation of bees for
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food procurement. In ABC, candidate solutions represent the bees that are searching for food resources,

and every solution represents an available food resource [114, 115]. The quality of each solution in ABC

indicates the nectar amount of the resource. Employed, onlooker, and scout are the types of bees in the hive.330

In nature, employed bees exploit a known food source and deliver their information to others by dancing

at the hive. After collecting the nectar of a food source, an employed bee becomes a scout bee and starts

exploring new food resources. Finally, onlooker bees observe the employed bees’ dance and decide the most

promising food sources.

The behaviors of a bee colony are computationally represented as follows [116]. First, an initial population335

(initial set of food sources) is generated by randomly creating solutions in the search space. A new solution

within the decision boundaries is produced with the following equation:

Xij = Xmin
j + rand(0, 1)(Xmax

j −Xmin
j ), ∀i ∈ SN, ∀j ∈ D (8)

where Xij is the jth dimension value of the new solution (food source) i, SN is the population, and D is

the number of dimensions in the problem.

The fitness of every individual in the colony becomes the obtained resources. After the initial population340

is evaluated, new solutions are produced with the equation given below. In ABC, to produce new solutions,

local information is utilized to find the food sources in the neighbourhood of existing food sources:

Vij = Xij + φij(Xij −Xkj), ∀k ∈ BN, k 6= i (9)

where Vi is the new food source at a randomly selected dimension j, BN is the set of employed bees, and

φij is a real number between -1 and 1. If the calculated value does not lie within the boundaries, the value

is moved to the acceptable range. When the distance between the jth dimension of kth and ith solutions is345

small, the new solution becomes closer to the ith solution. As the solutions get closer to the optimum, the

perturbation of the ith solution gets smaller.

Schiezaro & Pedrini developed an ABC algorithm to investigate and analyze a feature selection to classify

different datasets [117]. Many UCI datasets were tested to validate the effectiveness of the proposed method

against other relevant approaches available in the literature. Zhang et al. developed a multiobjective feature350

selection ABC algorithm, and two new operators were proposed for obtaining a group of non-dominated

feature subsets with good distribution and convergence [118]. The algorithm was evaluated on UCI datasets

and was compared with multiobjective algorithms. Results showed that the algorithm is robust for solving

feature selection. Rao et al. developed an ABC algorithm to eliminate redundant features according to

their contribution to the decision making [119]. The algorithm was verified with datasets from the public355

data repository. Mohammadi & Abadeh proposed a new ABC-based feature selection technique for blind

steganalysis which detects images from cover images [120]. Wang et al. [121] developed an ABC algorithm
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for filtering the redundant information to obtain the best-predetermined thresholds. Fuzzy SVM and Naive

Bayes classifiers were used on datasets. Results of the experiments verified that the proposed method

achieves better accuracy values than many representative feature selection techniques.360

4.3. Artificial Fish Swarm Algorithm (AFSA)

AFSA metaheuristic was proposed by Li in 2003 [32]. It imitates the fish behaviors of swarming and

preying. In AFSA, every fish is a possible solution in the solution space. The behavior of the fish is

determined by two factors: its current state and local environmental state, i.e. its companion fish. Therefore,

the fish affect and are affected by their environment.365

In AFSA, every AF inspects its current environment and moves to a better state with the help of visual

cues. Let X = (x1, x2, ..., xn) be the current state of an AF where n is the number of features in the problem

domain, and Y is the value of the objective function (fitness value). AFSA is computationally based upon

the following behaviors (random moving, preying, swarming, and following):

Random moving : In nature, fish moves randomly in its visual distance, V , to search for food or members370

of the colony. A random moving to a state, Xj , from the current state, Xi, is denoted as follows:

Xj = Xi + rand().V (10)

where rand() is a function to generate numbers between 0 and 1.

Preying : A fish selects a random state, Xj , in its visual distance, V , and it moves to that state if the

food amount is higher in that direction. If it cannot find a better state after multiple attempts, it chooses a

random state in its largest step length, S, to move forward. The random preying behavior of the fish can be375

increased by decreasing the predetermined attempt count. Preying behavior of an AF is described as given

in the equation below:

Xnext
i =

Xi + rand().S.
Xj−Xi

‖Xj−Xi‖ , Yi < Yj

Xi + rand().S otherwise

(11)

Swarming : The fish always tries to move to the centre of the colony for many reasons, such as avoiding

dangers. Let Xc be the centre of the adjacent fish inside the visual distance of the fish X. The fish moves

to the centre of the adjacent fish if the food amount for every fish in the centre area, nf , is higher than380

the amount in the current state. Otherwise, the fish continues with the preying behavior. The swarming

behavior of an AF is described as given in the equation below:

Xnext
i =

Xi + rand().S. Xc−Xi

‖Xc−Xi‖ ,
Yc

nf
> δ.Yi

prey (11) otherwise

(12)

17



where δ is the crowd factor. It ensures that AFs cluster at the best possible state and move to the global

optimum.

Following : The fish explores the adjacent fish, and it follows them when they find a better food source.385

It is denoted the same as the swarming behavior. The only difference is the fish checks the adjacent fish

instead of the centre of visual distance. If the food amount is high and the neighbourhood is not crowded,

then it moves to that direction to reach the food.

Manikandan & Kalpana proposed an AFSA algorithm for feature selection tasks as AFSA has proven

to be highly efficient in solving combinatorial optimization problems [122]. The experiment results showed390

that the proposed method achieves good performance in finding the best subset of features. Nalluri et

al. developed an AFSA algorithm with SVM that finds the most valuable subset of features in a dataset

[123]. They evaluated their approach on datasets having binary- and multi-labelled classes. The experiment

results showed that the proposed approach increases the classification accuracy while lowering the number

of features. Zhang et al. proposed a novel AFSA algorithm that builds a neural network and performs395

feature selection while tuning the parameters [124]. The results of the experiments presented that the

proposed algorithm achieves comparable results with a complex neural network that uses all features as

input. Moreover, it requires fewer features and hidden nodes.

4.4. Bacterial Foraging Optimization (BFO)

Passino proposed the BFO metaheuristic in 2002 [31]. The foraging behavior of bacteria is simulated by400

BFA. The locomotion (movement) is made by a number of tensile flagella that assists an E.coli bacterium to

swim. The flagella behave independently, and the bacterium rolls. The bacterium may tumble drastically

to acquire a nutrient gradient. The bacterium can travel longer distances in a friendly place. The bacteria

can generate a replica of themselves. A swarm of bacteria can migrate to other places.

Let Θ be a multidimensional vector, and J(Θ) is the optimization problem. BFO uses swarming, re-405

producing, chemotaxis, and elimination-dispersal behaviors to solve a combinatorial optimization problem

[125].

Chemotaxis: The bacteria move either by swimming or tumbling with flagella. Let Θi(j, k, l) is the

ith bacterium at the jth chemotactic step, kth reproduction step, and lth elimination-dispersal step. The

chemotaxis movement is computationally represented as follows:410

Θi(j + 1, k, l) = Θi(j, k, l) + C(i)
∆i√

∆T (i)∆i
(13)

where C(i) is the step size of the bacterium and ∆i indicates the direction vector.

Reproduction: The population is sorted according to the health status of bacteria. The unhealthy half

die, and the remaining ones split into two to fill up the population again. The health of a bacterium, i.e.,

the fitness value, is denoted as follows:
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Nc∑
j=1

J(i, j, k, l) (14)

where Nc is the chemotaxis step size, and J(i, j, k, l) is the fitness value evaluated after each chemotaxis415

step.

Swarming : Bacteria release a chemical that helps others to group and move to the nutrient gradient.

BFO simulates this cell-to-cell signalling which helps to increase the search space of the algorithm.

Elimination-dispersal : Changes in the environment, such as high temperature, may kill a bacteria group

or make them disperse to a new location. To mimic this behavior in BFO, after a couple of reproduction420

operations, some bacteria are killed and moved to some other place. This operation helps the algorithm to

leave the local optima and increase the search space.

Wang et al. proposed a set of new BFO algorithms for feature selection with control mechanisms and

population updating techniques [126]. The algorithms use three parameters to regulate the diversity of the

population and decrease the computational complexity. The studies indicated that the BFO outperformed425

other algorithms achieving higher classification accuracy. Pal et al. used a BFO and Learning Automata

to decide the minimum number of features in an electroencephalography brain-computer interfacing dataset

[127]. The authors classified the dataset by Distance Likelihood Ratio Test. The algorithm showed 80.291%

prediction accuracy. Niu et al. designed a multiobjective feature selection problem and developed a mul-

tiobjective version of the BFO algorithm with KNN as the classifier [128]. The wheel roulette selection430

was introduced to handle the duplicated features. Various information exchange techniques were combined

with the BFO to avoid local optima and achieve better solutions. Comparative experiments with many

other evolutionary algorithms verified the performance of the proposed BFO algorithm in feature selection

problems.

4.5. Bat Algorithm (BA)435

The BA metaheuristic was developed by Yang in 2010 [38]. It is inspired by the echolocation (sonar)

technique used by bats while avoiding obstacles, detecting prey, and locating their nests. The sound emitted

by bats reflects from the items in the environment, and bats can detect the differences easily. Echolocation

can be formalized as a technique to optimize an objective function [129].

Bats have a velocity vi at position xi with a frequency range between fmin and fmax. The bats can set440

the frequency of the emitted pulse. The wavelength/frequency has a great impact on the convergence of the

BA. Higher frequencies can reach short distances and have short wavelengths. The opposite is valid for the

lower frequencies. In BA implementation, the frequency can be adjusted to increase the efficiency of the

algorithm. The locations of bats xi and their velocities vi in a d -dimensional domain change iteratively. For

the timestamp t, xti and vti are updated with the equations given below:445
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fi = fmin + (fmax − fmin)β (15)

vti = vt−1i + (xti − x∗)fi (16)

xti = xt−1i + vti (17)

where β is a random vector between the range [0, 1] and x∗ is the available best solution. During the local

search, a random solution is generated using a random walk with the formula given below:

xnew = xold + αAt (18)

where α is a random number between -1 and 1, and At is the average loudness at timestamp t of all the

bats in the population.

Rodrigues et al. presented a binary wrapper BA for feature selection [130] . A new methodology was450

developed to estimate the quality of smaller feature sets. Experiments on public datasets showed that the

approach improves classification effectiveness. Jeyasingh & Veluchamy proposed a modified BA for feature

selection for breast cancer datasets [131]. The BA used random sampling and achieved better performance.

Taha et al. developed a hybrid BA with a Naive Bayes classifier for feature selection [132]. The results

verified that the BA outperformed other algorithms in selecting the minimum number of features while455

keeping the accuracy of classification. Nakamura et al. leveraged the exploration skills of the bats with the

speed of the Optimum Path Forest classifier and developed a new BA for feature selection [133]. Experiments

verified that the proposed BA could improve the efficiency of Optimum Path Forest and outperform other

metaheuristic techniques.

4.6. Biogeography-Based Optimization (BBO)460

The BBO metaheuristic was developed by Simon in 2008 [34]. According to the BBO, each individual

lives in a habitat, and it has a Habitat Suitability Index (HSI) value that shows the fitness of the individual.

Suitability Index Variable (SIV) is a search parameter that characterizes the habitat. The HSI is defined by

the SIVs.

Migration and mutation are the operators of the BBO. As the number of species increases in the habi-465

tat, the immigration rate decreases and the emigration rate increases as the species start exploring other

residences. Exactly S species exist in the habitat according to the probability calculation given below:
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Ps =


− (λs + µs)Ps + µs+1Ps+1, S = 0

− (λs + µs)Ps + λs−1Ps−1 + µs+1Ps+1, 1 ≤ S ≤ Smax − 1

− (λs + µs)Ps + λs−1Ps−1, S = Smax

(19)

where µ is the emigration rate, λ is the immigration rate, and Smax is the maximum number of species that

the habitat can contain.

Each solution is updated with regard to the habitat modification probability. If a solution Si is to be470

modified, its immigration rate is utilized to decide which SIV will be modified. Then, using the emigration

rate of other solutions, an SIV migrates to the selected solution Si. The habitat’s HSI can be updated with

mutations also. Mutation gives a chance to both the high and low HSI solutions to explore a different search

space and improve themselves.

Albashish et al. developed a hybrid metaheuristic BBO with SVM [134]. The proposed method was475

evaluated on benchmark datasets. The experiment results revealed the high potential of the new algorithm.

Liu et al. proposed a discrete BBO to select the best subset of informative genes related to the classification

[135]. The Fisher-Markov Selector was used in the algorithm. In addition to this, new mutation and

migration operators were proposed to set the balance between exploration and exploitation. Comparison

with GA, PSO, DE algorithms and hybrid BBO showed that the proposed algorithm is comparable with480

others.

4.7. Butterfly Optimization Algorithm (BOA)

Arora & Singh proposed the BOA in 2019 [50]. It simulates the search for food or mating behavior of

butterflies. Butterflies emit some fragrance to attract the other butterflies. Each butterfly moves toward

the best possible butterfly with more fragrance or moves randomly. The butterflies emit fragrance using485

Equation 20.

f = cIa (20)

where f is the received quantity of fragrance, c is the sensory modality, I is the intensity of the stimulus,

and a is the power exponent dependent on modality.

The butterflies are located randomly with their fragrance. At each iteration, butterflies move to new

positions to search for food or mate. There are two phases for search operation: global and local. The490

butterfly can take a step toward the best available butterfly g∗ as given in the equation below:

xt+1
i = xti + (r2 × g∗ − xti)× fi (21)

where xti is the ith butterfly (solution) in iteration t and r is a random number between 0 and 1. Similar to

global search, local search is formulated as follows:
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xt+1
i = xti + (r2 × xtj − xtk)× fi (22)

If j and k belong to the same group, then Equation 22 defines a local random walk. The search for food

and mating partners can happen local and global levels. BOA algorithm uses a switch probability p to swap495

between global and local search. The iterations continue until the stopping criterion is satisfied.

Arora & Anand developed variants of the BOA for selecting the optimal feature subset [136]. The

algorithm uses a threshold function to move in the discrete space of the problem. The results confirmed the

efficiency of the proposed algorithms as they can explore a near-optimal subset of features. Sadeghian et

al. proposed Information Gain binary BOA for the feature selection problem [137]. The algorithm was able500

to eliminate a high amount of irrelevant and redundant features. The experimental results were performed

on datasets retrieved from the UCI repository. The results confirmed the efficiency of the proposed method

selecting the best subset of features. Alweshah et al. proposed a recent monarch BOA that uses the KNN

[138] . Experiments on benchmark datasets showed that the algorithm could give a high prediction accuracy

for all datasets while reducing the number of features significantly.505

4.8. Crow Search Algorithm (CSA)

Askarzadeh proposed CSA in 2016 [46]. The crows are intelligent birds that have large brains. They

can remember faces, communicate in different ways, and remember their hiding places. They live in flocks,

memorize their hiding places, follow each other for searching food. The CSA simulates the behavior of crows

that store food in secret locations and get it back when necessary. The CSA is observed to obtain good510

results compared to other algorithms on constrained engineering problems.

In CSA, every crow knows its secret location for hiding foods. The secret location refers to the best

solution that a particular crow could find so far, denoted with mi,iter for crow i at iteration iter. Throughout

the iterations, crows search for new food sources. At some point, crow j may decide to see its hiding place,

i.e., mj,iter. Another crow, crow i, may spot crow j and decide to chase it to learn its hiding place for515

pilfering. If crow j notices crow i, it will fly to a random position to mislead its follower. Accordingly, the

position of crow i will be updated as given below:

xi,iter+1 =

x
i,iter + ri × fli,iter × (mj,iter − xi,iter), rj ≥ AP j,iter

a random position, otherwise
(23)

where ri and rj are two random numbers between 0 and 1, fli,iter is the flight distance of crow i, and

AP j,iter is crow j’s awareness probability. Small values of fl are for local search, and large values are for

global search.520

Ouadfel & Abd Elaziz deals with the premature convergence problem of the CSA [139]. In their study,

they proposed an enhanced version of CSA for feature selection. Moreover, they developed an adaptive
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awareness probability to improve the balance between exploration and exploitation. In addition, they

proposed a novel global search method to improve the exploration talent of the CSA. The obtained results

on UCI datasets showed a better speed for convergence. Sayed et al. proposed a chaotic CSA to optimize the525

feature selection problem [140]. The performance of the algorithm was compared with recent optimization

algorithms and observed to be superior to classical CSA and the other algorithms. The experiments showed

that the performance of CSA could be improved with a sine chaotic map. Gupta et al. presented a modified

CSA for feature selection [141]. They compared their obtained results with the bat, CSA, and modified whale

optimization algorithms. The proposed algorithm outperformed the standard bat algorithm and CSA. De530

Souza et al. proposed a V-shaped binarization of the CSA. They reported encouraging results on benchmark

datasets [142] .

4.9. Cuckoo Search (CS)

Yang proposed CS in 2009 [37]. The CS imitates the cuckoo birds with the Lévy flights. Cuckoo birds

leave their eggs into the nests of other birds. Only a single egg can be left, and a cuckoo bird can leave its535

egg into any nest. Nests with high-quality eggs continue to live in the next generation. The probability of

detecting an egg by the host bird is pa ∈ [0, 1]. In case it is detected, either the egg is thrown away or the

bird leaves the nest to set up a new nest. The CS does not have many parameters to be set when compared

with other metaheuristics. It can be applied to a wide set of optimization problems [143–145]. Shehab et

al. prepared a comprehensive review about the CS [146]. The architecture of the CS and its variants were540

surveyed in their study.

When generating new solutions (eggs) in the CS, a Lévy flight is utilized as given below:

xt+1
i = xti + α⊕ Lévy(λ) (24)

where xi is a solution, and α is the step size. The equation provides a global random walk. The product with

Lévy flight ensures efficiency during the exploration. The random steps are generated by a Lévy distribution

with infinite variance as given below:545

Lévy ∼ u = t−λ (1 < λ ≤ 3) (25)

Pandey et al. developed a binary binomial CS for feature selection in 2020 [147]. The proposed method

tries to minimize the number of selected features while maximizing the classification accuracy. The method’s

performance was compared with binary CS, GWO, GSA, BA, and SA. Abd & Mohamed proposed a modified

CS with rough sets to deal with feature selection [148]. The algorithm was tested on several benchmark

datasets retrieved from the UCI repository and compared with the existing algorithms on discrete datasets.550

KNN and SVM were used to evaluate the proposed approach’s performance. The proposed algorithm
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could significantly improve the classification performance. Rodrigues et al. proposed a binary CS [149].

The experiments were carried out for the detection of thieves in power distribution systems. The results

demonstrated the robustness of the algorithm.

4.10. Dragonfly Algorithm (DA)555

Mirjalili proposed the DA that is inspired by the behaviors of dragonflies [47]. The dragonflies’ static and

dynamic swarming behaviors resemble the exploration and exploitation phases of an optimization process.

In a static swarm, dragonflies move to different directions in sub-swarms (exploration), and in a dynamic

swarm, they move to one direction in bigger swarms (exploitation). Collision avoidance (separation), velocity

matching of individuals (alignment), and the tendency towards the centre of the swarm (cohesion) are the560

main activities of the DA. Other than these, as in every swarm, individuals aim to move towards the food

sources and move away from the enemies. The separation is computationally modeled as below:

Si = −
N∑
j=1

X −Xj (26)

where X is the current position of the dragonfly, Xj is the jth neighbour, and N is the number of neighbours.

Alignment is given as follows:

Ai =

∑N
j=1 Vj

N
(27)

where Vj shows the velocity of the jth individual. The cohesion is modeled as follows:565

Ci =

∑N
j=1Xj

N
−X (28)

Moving towards to the food is calculated as given below:

Fi = X+ −X (29)

where X+ is the position of the food. Moving away from the enemy is given as follows:

Ei = X− +X (30)

where X− is the position of the enemy. The direction and the next position of the dragonflies are kept in

step, ∆, and position, X, vectors, respectively. The dragonflies’ positions are updated with these vectors.

The step vector is defined as follows:570

∆Xt+1 = sSi + aAi + cCi + fFi + eEi + w∆Xt (31)
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where s is the separation weight, a is the alignment weight, c is the cohesion weight, f is the food factor,

e is the enemy factor, w is the inertia weight, and t is the iteration. Accordingly, the position vector is

calculated as follows:

Xt+1 = Xt + ∆Xt+1 (32)

Mafarja et al. proposed a binary version of DA for feature selection [150] . The proposed DA was tested

on UCI datasets. The results were compared with those of PSO, GA in terms of classification accuracy and575

the number of selected attributes. The results showed that the binary DA is very efficient in feature selection.

Similarly, Hammouri et al. proposed an enhanced version of DA for the feature selection task [151]. Too

& Mirjalili proposed a novel Hyper Learning Binary DA to obtain the optimal feature subset [100]. Sayed

et al. developed a variant of DA with chaotic maps for searching iterations of the DA [152]. Chaotic maps

can adjust the parameters and accelerate the convergence rate. The algorithm was employed on a Drug580

bank database. The experiments showed that Gauss chaotic map could significantly boost the performance

of DA. Mafarja et al. developed a wrapper DA in 2018 [16]. Eight different transfer functions were tested

during the experiments. S and V-shaped transfer functions were used for balancing the exploration and

exploitation steps. The S-shaped DA was observed to outperform the classical version of the algorithm.

4.11. Firefly Algorithm (FA)585

Yang proposed the FA that is inspired by the fireflies’ flashing characteristics [153]. The flashes attract

partners or alert the predators. The flashing characteristics are formulated and used as functions to optimize

combinatorial problems [154]. Fireflies attract others proportional to their brightness amounts. They move

towards the fireflies that are brighter. Fireflies’ attractiveness drops as the distance between them increases.

When there is no brighter one, the fireflies move randomly. Therefore, the intensity of the light and the590

attractiveness amount are the main factors for the FA. The brightness at a specific location can be set with

a designated function. However, the attractiveness is decided by other fireflies as it depends on the distance

and absorption coefficient. The light intensity of a firefly is calculated as follows:

I = I0e
−γr (33)

where I0 is the default light intensity of the firefly, γ is the light absorption constant, and r is the distance.

The attractiveness of a firefly, β, is calculated as follows:595

β = β0e
−γr2 (34)

where β0 is the attractiveness amount when r is 0. When a firefly is attracted and moves towards a brighter

firefly, its next position is calculated as follows:
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xt+1
i = xti + β0e

−γr2ij (xtj − xti) + αtεti (35)

where j is the brighter (higher light intensity) firefly, and rij is the Cartesian distance between the two

fireflies. α and εi are the randomization parameter and vector, respectively. When β0 equals 0, the firefly

makes a random walk.600

Emary et al. developed a system for feature selection using a modified FA [155] . The algorithm provides

a good setting between exploration and exploitation to get the optimal solution. It searches the subset of

features for (near)-optimal solutions quickly. The proposed algorithm was compared to PSO and GA.

Selvakumar & Muneeswaran developed a network intrusion detection system using a FA [156]. The features

were applied to KDD CUP 99 dataset. The results verified that fewer features could detect the intrusion605

with improved accuracy. The proposed algorithm showed promising improvements. Zhang et al. proposed

a FA for feature selection [18]. The proposed method prevented premature convergence. The results on

datasets showed that the method is competitive to GA, PSO, and FA. Zhang et al. proposed a variant of FA

for feature selection in classification [157]. The FA uses SA for local and global solutions. The parameters

of chaotic attractiveness and diversion techniques were used to escape from the local optima as chaotic FA610

has proven to be more reliable in terms of finding the global optimum [158].

4.12. Grasshopper Optimization Algorithm (GOA)

The GOA simulates the behavior of grasshopper swarms to solve optimization problems [159, 160].

Millions of grasshoppers can migrate over large distances. For performing exploration, the grasshopper

moves abruptly, whereas, for exploitation, they move locally. In GOA, the position of every grasshopper615

denotes a candidate solution. A grasshopper’s position is mathematically modeled as follows:

Xi = Si +Gi +Ai (36)

where Xi is the location of the ith grasshopper, Si is the social interaction, Gi is the gravity force, and Ai

is the wind advection. For a random walk, the equation becomes Xi = r1Si + r2Gi + r3Ai where r1, r2 and

r3 are random numbers between 0 and 1.

The first of the three main components of GOA, social interaction, is calculated as follows:620

Si =

N∑
j=1,j 6=i

s(dij)d̂ij (37)

where N is the population size, s is a function that gives the strength of social forces, dij is the distance

between Xi and Xj , and d̂ij is the unit vector for the distance. The strength of social forces function is

given below:
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s(d) = fe
−d
l − e−d (38)

where f is the intensity of attraction and l is the attractive length scale. The second component, gravity

force, is calculated as given below:625

Gi = −gêg (39)

where g is the gravitational constant, and êg is the vector to the centre of the earth. Finally, the third

component, wind advection, is calculated as given below:

Ai = uêw (40)

where u is the constant drift and êw is the vector in the wind direction.

Mafarja et al. employed GOA with new selection operators and population dynamics for the feature

selection task [161]. Moreover, they utilized tournament and roulette wheel selection methods in their630

implementation. Experiments performed on UCI datasets demonstrated the superiority of the proposed

algorithms when compared with other methods. Zakeri and Hokmabadi proposed a GOA-based feature

selection method by using the grasshoppers’ simulations in finding food sources [162]. Mafarja et al. proposed

binary versions of GOA for feature selection [15]. They applied sigmoid and V-shaped transfer functions to

the developed algorithms. Moreover, they employed a mutation function to improve the exploration phase635

of the algorithm. The comparative results on UCI datasets showed that the proposed algorithms outperform

other similar algorithms in the literature.

4.13. Gravitational Search Algorithm (GSA)

Rashedi et al. proposed the GSA in 2009. GSA is designed based on the laws of gravity and motion [36]

. In the algorithm, the solutions are objects, pulling each another by the force of gravity. The success of640

the objects is related to their masses. The heaviest object is the best solution, and the lightest object is the

worst solution. The gravitational force between the objects determines the next positions of the objects. In

GSA, each object attracts all others with a force relative to their masses and the distance. All the objects

move to a direction with respect to the applied cumulative force. As similar to nature, lighter objects move

faster than heavier objects when applied with the same amount of force. In GSA, the fast movement of the645

lighter objects is considered as the exploration phase, and the slow movement of the heavier objects is the

exploitation phase. Similarly, the attraction force reduces as the distance between the objects increase.

In GSA, the attraction force from an object j to the object i is calculated as follows:

F dij(t) = G(t)
Mpi(t) ∗Maj(t)

Rij(t) + ε
(Xd

j (t)−Xd
i (t)) (41)
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where Xi is the position of object i, d is the dimension, t is the iteration, Mpi is the passive gravitational

mass of object i, Maj is the active gravitational mass of object j, G(t) is a gravitational constant with650

diminishing values through iterations, Rij(t) is the distance between the two objects, and ε is a very small

constant value to eliminate a possible division by zero error when the two objects are at the same position.

Accordingly, the total amount of force applied to object i and its acceleration are calculated as follows:

F di (t) =

N∑
j=1,j 6=i

rand ∗ F dij(t) (42)

adi (t) =
F di (t)

Md
ii(t)

(43)

where rand is a random value between 0 and 1 to obtain a stochastic algorithm, and Mii is the inertial mass

of object i. Now it is possible to update the velocity and the new position of the objects as given below:655

vdi (t+ 1) = rand ∗ vdi (t) + adi (t) (44)

xdi (t+ 1) = xdi (t) + vdi (t+ 1) (45)

Finally, the gravitational and inertial masses of the objects are updated as given below:

Mi = Mai = Mpi = Mii,∀i (46)

Mi(t) =
mi(t)
N∑
j=1

mj(t)

(47)

where mi(t) is the normalized fitness value of the object i at iteration t.

Taradeh et al. proposed a GSA based algorithm for feature selection by employing new mutation and

crossover operators [95]. The KNN and Decision Tree classifiers were implemented during the experiments.

The algorithm was compared to GA, PSO, and a recent GWO. The comparisons showed the high performance660

of the proposed algorithm. Papa et al. proposed a GSA model for feature selection [163]. In the experiments,

they used the Optimum-Path Forest classifier on image classification and fraud detection. The algorithm

performed better than Principal Component, Linear Discriminant Analysis and a PSO. Xiang et al. proposed

a hybrid GSA model to boost the classification accuracy using feature subset selection [164]. Their algorithm

uses chaotic maps to improve the performance of local search with sequential quadratic programming.665

Experiments on UCI datasets verified the performance of the GSA. Nagpal et al. explored GSA with KNN

for feature selection on medical datasets having a huge number of features [165]. Experiments showed that

the number of features was reduced by 66%, and the accuracy of prediction was improved.
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4.14. Grey Wolf Optimization (GWO)

Mirjalili et al. proposed the GWO in 2014 and its multiobjective version in 2016 [42, 166]. The grey670

wolves are predator animals, and they live as a pack. In general, a pack consists of 5-12 grey wolves, and

the wolves live with a social structure. In this social structure, the members of the pack are referred to as

alpha, beta, omega, or subordinates, with respect to their dominance factor over others. Every pack have a

single alpha wolf, i.e., the most dominant wolf in the pack, hence, the leader. Accordingly, the alpha has

most of the responsibilities. Beta is the second most dominant wolf. It is expected to be the alpha wolf675

in the future. The beta helps the alpha make decisions, conveys the alpha’s commands to the pack, and

sees them through. Omega is the lowest rank wolf in the pack that is dominated by all other wolves. All

remaining wolves are referred to as subordinate or delta. In addition to the social structure, the grey wolves

hunt as a pack. When the pack is nearby a prey, they track and chase it. Whenever possible, they encircle

the prey and attack in respective order.680

GWO is modeled considering the nature of the grey wolves. The social hierarchy and prey hunting

strategies constitute the mathematical model of GWO. In GWO, the best three solutions are determined

as the alpha, beta, and delta wolves. The other members in the pack are considered omega wolves, and

they have no contribution to the decision-making process of the next iteration. Given these statements, the

encircling activity of the wolves is modeled as follows:685

−→
D = |

−→
C ·
−→
X p(t)−

−→
X (t)| (48)

−→
X (t+ 1) =

−→
X p(t)−

−→
A · (
−→
D) (49)

where
−→
A and

−→
C are vectors of coefficients used for exploitation and exploration, respectively. t is the

iteration, Xp is the prey,
−→
X is the position vector of the grey wolf, and · is the multiplication of elements.

The coefficient vectors
−→
A and

−→
C are calculated with Equations 50 and 51, respectively.

−→
A = 2 · −→a · −→r1 −−→a (50)

−→
C = 2 · −→r2 (51)

where −→r1 and −→r2 are two randomly filled vectors in the interval [0,1]. −→a is also a vector with identical

elements. To simulate the encircling behavior, the value of its elements gradually diminishes from 2 to690

0 through iterations. Accordingly, the vectors
−→
A and

−→
C has elements in the ranges of [-a, a] and [0, 2],

respectively.
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Since the location of the prey (
−→
X p(t)), i.e., the global optimum, is unknown in the abstract search space,

Equations 48 and 49 are approximated with the locations of the alpha, beta, and delta wolves. Accordingly,

the positions of the wolves are updated as follows:695

−→
Dα = |

−→
C 1 ·

−→
Xα −

−→
X |

−→
Dβ = |

−→
C 2 ·

−→
Xβ −

−→
X |

−→
Dδ = |

−→
C 3 ·

−→
X δ −

−→
X |

(52)

−→
X 1 =

−→
Xα −

−→
A 1 · (

−→
Dα)

−→
X 2 =

−→
Xβ −

−→
A 2 · (

−→
Dβ)

−→
X 3 =

−→
X δ −

−→
A 3 · (

−→
Dδ)

(53)

−→
X (t+ 1) =

−→
X 1 +

−→
X 2 +

−→
X 3

3
(54)

Emary et al. proposed a binary version of GWO to extract the optimal features for data classification

[12]. Similarly, Al-Tashi et al. proposed a binary variant of the GWO combined with PSO for the feature

selection task [167]. Tu et al. proposed an ensemble GWO for feature selection [168]. The proposed algorithm

achieved higher accuracy and better convergence speed than other variants of GWO. It was verified that

the algorithm is reliable for real-world optimization problems. Recently, Hu et al. proposed another binary700

variant of GWO by mapping the transfer functions to binary representations [169]. The algorithm had

a good convergence speed and implemented feature selection on the UCI datasets successfully with small

deviations. Chantar et al. studied feature selection in the natural language processing domain [170]. They

proposed an enhanced GWO for text classification problems. The proposed algorithm with an elite crossover

scheme improved efficacy when compared to other algorithms.705

4.15. Harmony Search (HS)

Geem et al. proposed the HS in 2001 [30]. It is inspired by the harmony of musical compositions. It has

been widely used to solve optimization problems in different domains such as engineering, telecommunica-

tions, and health [171]. The HS formalizes the methods that musicians use when they are improvising. These

methods are playing a known piece, playing a piece similar to a known piece, and playing a random piece710

[172]. In HS, these components correspond to harmony memory usage, pitch adjusting, and randomization.

The harmony memory ensures that the best individuals (harmonies) in the population are carried over

the generations. The amount of best individuals to be kept in the memory is decided with the harmony

memory’s acceptance rate, raccept ∈ [0, 1]. When raccept is small, slower convergence is provided with small

memory. As the acceptance rate gets closer to 1, almost all harmonies are kept in the memory, leaving no715
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exploration space to the algorithm. Therefore, the parameter raccept is kept between [0.7, 0.95] to provide

a balance.

The pitch adjustment provides diversity in the population. It resembles the mutation operation in genetic

algorithms. The existing pitch xold is adjusted, and a new pitch xnew (candidate solution) is generated as

follows:720

xnew = xold + brange ∗ ε (55)

where brange is the pitch bandwidth, and ε is a random number between -1 and 1. To change the space

amount for exploration, pitch-adjusting rate rpa can be used. Slow convergence can be provided by lowering

this parameter. The probability of pitch adjustment becomes as follows:

ppitch = raccept ∗ rpa (56)

The randomization increases diversity in the population by providing local search. The probability of

this operation is given below:725

prandom = 1− raccept (57)

Gholami et al. proposed an HS effective metaheuristic algorithm to solve the feature selection problem

[173]. Ramos et al. developed an HS algorithm combined with the Optimum-Path Forest classifier for feature

selection [174]. The experiments were performed to identify non-technical problems in power distribution

infrastructures. Inbarani et al. presented a hybrid HS algorithm using Rough Set Quick Reduct for feature

selection [175]. The number of selected features is decreased significantly during the experiments of classi-730

fication of medical datasets. Moayedikia et al. introduced a method with symmetrical uncertainty and HS

[176]. The method utilizes symmetrical uncertainty to select features according to their dependency on class

labels. On micro-array datasets, the algorithm worked better than state-of-the-art algorithms. Diao & Shen

proposed a novel HS [177]. The proposed algorithm can escape from local optima and create new solutions

according to the stochastic behavior of the HS. Moreover, the authors introduced new parameter setting735

techniques. The proposed approach was compared with PSO and GA. Wang et al. developed a new HS for

improving the performance of email classification [178]. Experiments with fuzzy SVM and Naive Bayesian

classifiers were carried out on different corpora. The proposed algorithm outperformed other algorithms.

4.16. Harris’ Hawk Optimization (HHO)

Bairathi and Gopalani proposed the HHO that mimics the cooperative behavior of Harris’ Hawks [179].740

Later, Heidari et al. [51] presented an extended version of the HHO. A set of hawks cooperatively chase prey
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Figure 9: An overview of the exploration and exploitation phases of the HHO metaheuristic.

from diverse directions to surprise it. The HHO executes similar to the dynamic patterns and behaviors of

hawks. The exploration and exploitation steps of the HHO are given in Figure 9.

The prey (rabbit) might not be detected easily while the hawks are tracking it. During the optimization

process, the hawks observe the hunting site. This is similar to the exploration activity of the optimization745

algorithms. In HHO, the prey denoted as the available best solution, whereas the hawks are considered as

candidate solutions. The hawks randomly perch and try to detect the prey using two main strategies. They

perch according to the positions of other hawks and the rabbit or randomly perch as given below:

X(t+ 1) =

Xrand(t)− r1 |Xrand(t)− 2r2X(t)| , q ≥ 0.5

(Xrabbit(t)−Xm(t))− r3(LB + r4(UB − LB)), q < 0.5
(58)

where X(t) and X(t + 1) are the current and next positions of the hawk, respectively. Xrabbit(t) is the

current location of the rabbit, q, r1, r2, r3, and r4 are random values between 0 and 1. LB and UB are the750

boundaries of the variables, Xrand(t) is the current position of a randomly selected hawk, and Xm is the

average position of the hawks in the population. HHO changes activities from exploration to exploitation

according to the energy of the rabbit as it diminishes while escaping. The energy of the rabbit is given as

follows:

E = 2E0(1− t

T
) (59)

where E is the escaping energy, T is the number of iterations, and E0 is the initial energy state. E0 is755

set randomly between -1 and 1 at each iteration of the algorithm. During exploitation, the hawks use the

surprise pounce while the prey is trying to escape. When the escape chance of the prey, r, is higher than
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0.5, it cannot successfully escape, and the hawks use hard or soft besiege to get the prey. They surround

the prey in many directions according to the energy of the prey. When |E| ≥ 0.5, the hawks perform soft

besiege and when |E| < 0.5, they perform hard besiege. The hawks surround the rabbit softly and perform760

the surprise pounce after the prey is exhausted. This behavior is computationally modeled as follows:

X(t+ 1) = ∆X(t)− E |JXrabbit(t)−X(t)| (60)

∆X(t) = Xrabbit(t)−X(t) (61)

where ∆X(t) is the distance between the rabbit and the hawk at iteration t and J is the jump strength

of the rabbit. The J is updated randomly to simulate the motions of the rabbit. When the prey is tired,

|E| < 0.5, the hawks surround the prey to perform the surprise pounce. The positions are updated using

the following equation:765

X(t+ 1) = Xrabbit(t)− E |∆X(t)| (62)

Zhang et al. presented an improved HHO algorithm combined with SalpSA to find the best solutions for

feature selection [180]. The proposed HHO showed better performance for balancing the exploration and

exploitation phases and faster convergence. Too et al. proposed a binary version of HHO for the feature

selection task [181]. Moreover, they enhanced it by proposing a quadratic binary HHO. The experimental

results verified the effectiveness of the algorithm. Abdel et al. presented a hybrid feature selection algorithm770

that combines the HHO algorithm and SA [182]. Similarly, Sihwail et al. proposed an enhanced HHO

algorithm for feature selection by utilizing Opposition-based Learning [183]. They evaluated the proposed

algorithm on various benchmark datasets and compared the results with many well-known metaheuristic

algorithms. Dokeroglu et al. proposed a multiobjective HHO algorithm for the solution of the binary

classification problem [184]. The authors reduced the number of features and kept the accuracy prediction775

as maximum as possible. Logistic Regression, Support Vector Machines, Extreme Learning Machines, and

Decision Trees are used to calculate the prediction accuracy. A recent Coronavirus disease (COVID-19)

dataset is also tested during the experiments.

4.17. Krill Herd (KH)

Gandomi & Alavi proposed KH in 2012 [40]. The herds of krill can construct large groups in the ocean780

[185]. When a sea animal attacks a herd, it can eat individuals, but this can only reduce some of the

krill, not the herd. The KH has a multiobjective purpose as it increases the population of the herd while

searching for food. Each krill moves according to the best solution while looking for the food. When the
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attack happens, some individuals are discarded from the herd. Detailed information about KH optimization

and its applications are given in a review by Bolaji et al. [186].785

The fitness of each individual is calculated using the distance from the densest point of the population

and the distance from the food source. The positions of the krills are affected by three actions, namely,

movement of other krills (Ni), foraging (Fi), and random movement (Di). A Lagrangian formula that

utilizes these actions is used for the search operation of the optimization algorithm:

dXi

dt
= Ni + Fi +Di (63)

Individuals move to the other members of the herd as they try to keep density high. The movement for790

this behavior is modeled as below:

Nnew
i = Nmaxαi + ωnN

old
i (64)

where Nmax is the maximum speed, ωn is the inertia weight of the motion, and Nold
i is the last motion. αi

is the direction of motion and calculated by the density of the swarm as follows:

αi = αlocali + αtargeti (65)

where αlocali is the effect of adjacent krills and αtargeti is the effect of the target (best available krill). The

neighbour individuals can have an attractive or repulsive effect on each other. The attraction is good for795

improving exploitation, whereas repulsive behavior provides exploration.

The foraging is controlled by current and the last known food locations. The motion for this behavior is

modeled as given below:

Fi = Vfβi + ωfF
old
i (66)

where Vf is the foraging velocity and F oldi is the last position of the food source. βi is the direction of

motion and calculated as follows:800

βi = βfoodi + βbesti (67)

where βfoodi is the attraction amount of the food and βbesti is the impact amount of the best available krill.

These values are estimated based on the fitness values of the individuals.

The random movement (physical diffusion) is calculated using the maximum diffusion speed (Dmax) and

a random directional vector (δ) as given in the formulation below:

Di = Dmaxδ (68)
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Figure 10: The Salp Swarm chain.

These movements direct the krill to the best possible position, as given in Equation 63. As a result, the805

position of a krill changes according to the following equation:

Xi(t+ ∆t) = Xi(t) + ∆t
dXi

dt
(69)

Rodrigues et al. proposed a binary KH and validated its performance for feature selection on many

datasets [187]. The experiment results verified that the proposed algorithm outperforms other metaheuristic

approaches. Abualigah et al. developed a parallel framework to improve the performance of the KH with

the swap mutation for feature selection to tackle the problem of high-dimensional data in text clustering810

[188]. The K-means was employed to cluster the documents. The method presented alternative methods

for the text mining community. Zhang et al. proposed an algorithm with a pre-screening method based on

Information Gain and KH algorithm [189]. A tangent function, a transfer factor, and a chaos memory weight

factor were used to search the subsets of features. The algorithm could achieve performance improvements

in the accuracy of the classification and the number of features.815

4.18. Salp Swarm Algorithm (SSA)

Mirjalili et al. proposed the SSA in 2017 [48] . The main inspiration comes from the behavior of salps

that navigate and forage in the oceans. In deep oceans, salps form a chain, as can be seen in Figure 10.

Scientists believe that this action is realized to obtain better locomotion using fast changes and foraging

[190].820

The population of salps is comprised of a leader and its followers. The swarm is directed by the leader,

and the rest of the population follows each other in the direction of the leader. Given the position of salps

and a food source F , the leader’s position in a dimension j in the problem search space is calculated as

follows:
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x1j =

Fj + c1((ubj − lbj) ∗ c2 + lbj), c3 ≥ 0

Fj − c1((ubj − lbj) ∗ c2 + lbj), c3 < 0
(70)

where ubj is the upper bound, and lbj is the lower bound. As can be seen from the equation, the leader825

only updates its position according to the position of the food. The coefficient c1 balances the exploration

and exploitation as given below:

c1 = 2e−(
4l
L )

2

(71)

where l is the current iteration, and L is the maximum iteration count. On the other hand, c2 and c3

indicate the step size and direction of the movement, respectively. They are set as random values between

0 and 1.830

The followers’ position is calculated by adjusting Newton’s law of motion as given below:

xij =
1

2

(
xij + xi−1j

)
, i ≥ 2 (72)

where xij is the position of the ith follower in the jth dimension.

Hegazy et al. developed a new SSA to improve the solution quality, reliability and convergence speed of

the algorithm for feature selection [191]. They utilized inertia weight in their algorithm when setting the

current best solution. The algorithm was compared with basic SSA and recent swarm methods. Experiment835

results showed that the algorithm had better results than the other optimizers in terms of prediction accuracy

and selected features. Tubishat et al. developed an improved SSA for the feature selection problem [192].

The population was initialized using Opposition Based Learning. Moreover, a new local search technique

was used to improve exploitation performance. The algorithm was compared with GA, PSO, ALO, and

GHO. The experimental results verified the effectiveness of the algorithm. Faris et al. proposed two new840

SSA variants for the feature selection task [193]. In the first one, they converted the continuous version of

the algorithm to the binary version using eight transfer functions. In the other one, a crossover operator

was used to enhance the exploratory skills of the algorithm. The proposed approaches outperformed five

selected wrapper algorithms on most of the datasets.

4.19. Sine Cosine Algorithm (SCA)845

Mirjalili proposed the SCA in 2016, based on the mathematical sine and cosine functions [44]. Random

and adaptive variables are applied to find a balance between exploration and exploitation. Therefore, it can

effectively converge to the global optimum. In SCA, the update mechanism is designed as follows:

Xt+1
i =

X
t
i + r1 × sin(r2)× |r3P ti −Xt

i |, r4 < 0.5

Xt
i + r1 × cos(r2)× |r3P ti −Xt

i |, otherwise
(73)
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where Xt+1
i represents the ith dimension of the solution at tth iteration, Pi is the target in ith dimension, r1

is a number that gradually diminishes from a constant value (e.g. 2) to 0 through iterations, and r2, r3, and850

r4 are random values. sin(·), cos(·), and | · | denote the mathematical functions sine, cosine, and absolute

value, in respective order. The values of r2, r3, and r4 lie the intervals [0, 2π], [0,2], and [0,1], respectively.

Hafez et al. introduced an SCA model for feature selection [194]. They combined accuracy maximization

and feature size minimization into a single fitness function. Tests on benchmark datasets verified the

performance of their model over PSO and GA. Sindu et al. developed an SCA with an elitism approach855

[195]. They proposed an update technique to find the best attributes for classification accuracy. Experiment

results proved the efficiency of the new algorithm.

4.20. Social Spider Optimization (SSO)

The SSO was proposed by Cuevas et al. in 2013 [41]. The social spiders live in colonies, and each

spider may have different tasks, including web design, mating, hunting, and social interaction. The web is860

a communication means of the colony. The interaction between the spiders is modeled with respect to their

biological nature. The search space is modeled as a communal web, and spiders represent solutions. Each

spider has a weight that is proportional to its fitness value. Yu and Li proposed a different type of SSO

for optimization problems that utilizes different search behaviors [196]. In this survey, we focus on the first

implementation of the algorithm.865

The spiders share information shared through the web. The collective coordination of the spiders is

encoded as vibrations. The weight and distance are the two factors of vibrations. Formally, a vibration

transmitted by spider j and received by the spider i is modeled as given below;

V ibi,j = wj · e−d
2
i,j (74)

where wj is the normalized fitness value of the spider j, and di,j is the distance between the two spiders.

In SSO, the majority of the colony (65-90% of the population) is female. The gender of the spiders870

plays a role in the position update and mating processes. The position update of the female spider i can be

modeled as given below:

f t+1
i =

f
t
i + α · V ibci · (sc − f ti ) + β · V ibbi · (sb − f ti ) + δ · (rand− 0.5), rm < PF

f ti − α · V ibci · (sc − f ti )− β · V ibbi · (sb − f ti ) + δ · (rand− 0.5), otherwise

(75)

where α, β, δ, rand, and rm are random values between [0, 1], PF is a constant threshold value, t is the

iteration, V ibci is the vibration from sc, the nearest spider having a higher weight than the spider i, and

V ibbi is the vibration from the heaviest spider in the colony, i.e., sb.875

37



The position update of male spiders differs with respect to dominance information. Male spiders are

considered as dominant (D) if their weight is greater than the weight of the median male and non-dominant

(ND) otherwise. Accordingly, the position update of a male spider i is as modeled below:

mt+1
i =

m
t
i + α · V ibfi · (sf −mt

i) + δ · (rand− 0.5), i ∈ D

mt
i + α · (τ −mt

i), i ∈ ND
(76)

where V ibfi is the vibration from the nearest female spider, i.e., sf ; and τ is the weighted mean of male

spiders.880

The mating operator can be applied between dominant males and females. If a dominant male spider has

female spiders in its mating range, then they (the dominant male and all the females in its mating range)

form a new spider. Each spider involved in this creation has a chance to influence the new breed that is

proportional to their weight. If the new spider has a worse fitness value than the worst spider in the colony,

then it is discarded. Otherwise, it replaces the worst spider.885

Bas & Ulker mentioned that there is not enough research on the SSO-based feature selection [197].

They evaluated S and V-shaped transfer functions. They used KNN and SVM as classifiers. Experiments

were performed on UCI datasets, and obtained results verified that the proposed algorithms had superior

performance. Ibrahim et al. presented an improved SSO algorithm to deal with the local optima problem of

feature selection [198]. The proposed algorithm avoids irrelevant features with the help of Opposition-based890

Learning. Moreover, it increases the exploration of the search space. Abd & Mohamed proposed an SSO

algorithm with a fitness function that depends on the rough set theory [199]. The position of each spider

was changed according to the type of spiders. The algorithm was validated on UCI clinical medical datasets.

The results verified that the algorithm was superior compared to state-of-the-art swarm algorithms. Pereira

et al. addressed the problem of SVM tuning parameters problem by introducing an SSO [200]. Experiments895

were performed with PSO and HS, and results showed that the SSO is a nice approach for SVM selection.

4.21. Teaching-Learning-Based Optimization (TLBO)

TLBO was proposed by Rao et al. in 2011 [39]. The algorithm has gained attention with respect to

its rapid convergence and the lack of algorithmic parameters [201, 202]. Zou et al. provided algorithm

insights and application areas in a survey paper [203]. TLBO simulates a realistic education model, where900

students obtain knowledge from the teacher and their classmates. At every iteration, the algorithm examines

the population and selects the best individual as the trainer. All remaining individuals become learners.

The trainer shares its information with the learners (exploitation). Then, the learners interact with fellow

learners and revise (exploration). In the teaching phase, a new solution is generated according to the

equations below:905
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DMi = ri(Ti − TFMi) (77)

Xnew,i = Xold,i +DMi (78)

where i is the iteration, and DMi, Ti, and Mi are the difference mean, teacher, and the mean value of

learners at iteration i, respectively. TF is the teaching factor, and it affects the learning capability. Its value

is either one or two. Finally, ri is a random number between [0, 1].

After the teaching phase is complete, the learner phase begins, i.e., students interact with fellow class-

mates. For this purpose, each student trains with a randomly selected student. The update of two learners910

where Xi 6= Xj is given below as:

Xnew,i =

Xold,i + ri(Xi −Xj), Xi < Xj

Xold,i + ri(Xj −Xi), Xj < Xi

(79)

Sevinc & Dokeroglu proposed a TLBO feature selection algorithm with Extreme Learning Machines

for the feature selection [204]. Tests on UCI datasets showed competitive results with state-of-the-art

algorithms. Pradhan et al. developed a modified TLBO for feature selection to predict classes of an enzyme

[205]. Kiziloz et al. proposed a set of multiobjective TLBO algorithms for the feature selection in 2018 [206]915

. The authors carried out comprehensive experiments on well-known datasets to verify the performance of

the algorithms.

4.22. Whale Optimization Algorithm (WOA)

Mirjalili et al. proposed the WOA algorithm animated by the hunting behavior of humpback whales

in 2016 [45]. These whales are social creatures as they hunt as a group. When they encounter a group of920

prey, i.e., small fish or krill groups, they blow nets of bubbles and direct their prey into this bubble-net

(see Figure 11). This mathematical model of the WOA can construct a new strategy to solve challenging

optimization problems. The essential functions of the algorithm include searching for prey, encircling the

prey, and spiral bubble-net movements.

The WOA starts with a random solution and employs many strategies. After deciding the best search925

agent, the other agents update their positions accordingly. They select either the best search agent or a

random whale as their target and move towards it. This action is introduced in Equations 80 and 81.

−→
D = |

−→
C .
−→
X∗(t)−

−→
X (t)| (80)

−→
X (t+ 1) =

−→
X∗(t)−

−→
A ·
−→
D (81)
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Figure 11: The WOA activities.

where
−→
A and

−→
C are vectors of coefficients, t is the iteration, X∗ is the target whale,

−→
X is the position vector,

and · is the multiplication of elements. The coefficient vectors
−→
A and

−→
C are calculated with Equations 82

and 83, respectively.930

−→
A = 2−→a · −→r −−→a (82)

−→
C = 2 · −→r (83)

where −→a and −→r are two randomly filled vectors. The −→r vector spans the interval [0,2), whereas the −→a vector

ranges between (-2,2). To simulate the encircling behavior, the effect of −→a diminishes at each iteration in

Equation 82. This avails a spiral position update for the whale, defined as below:

−→
X (t+ 1) = D′ · ebl · cos(2πl) +

−→
X∗(t) (84)

where (X,Y ) is the position of the whale, (X∗, Y ∗) is the position of the prey, D
′

= |
−→
X∗(t) −

−→
X (t)| is the

distance between the whale and the prey, b is shaped the logarithmic spiral, and l is between [-1,1].935

Target selection depends on the value of |
−→
A |. If |

−→
A | > 1, then a random whale is selected as the target.

On the other hand, the target is set as the best whale when |
−→
A | < 1.

Sharawi et al. proposed a WOA for feature selection [207]. This algorithm searches for the best and

minimal subset of features. The algorithm was compared with the PSO and GA on selected UCI datasets.

The results verified that the algorithm has advantages over the other optimizers. Similarly, Mafarja &940

Mirjalili developed two new binary WOA feature selection variants [17]. The performance of different

selection mechanisms was studied in the paper. Moreover, the mutation and the crossover operators were
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enhanced. The proposed algorithm was compared to PSO, GA, and ALO. In another study, Mafarja &

Mirjalili proposed two hybrid WOA with SA algorithms for feature selection [208]. The SA was used in the

exploitation step of the algorithm. The authors showed the efficiency of their proposed approaches with945

experimental results. Finally, Hussien et al. proposed a binary WOA based on a Sigmoid transfer function

[209]. In their study, they used the S-shaped transfer function and applied the KNN classifier.

4.23. Other Recent Metaheuristics

In this section, we give brief information about other metaheuristic algorithms that are not included in

our selected metaheuristics since they are still very new and their performances have not been observed in950

different domains yet.

Pourpanah et al. proposed new Brain Storm Optimization (BSO) algorithm for feature selection [210].

BSO is a metaheuristic inspired by human brainstorming. They combined a recent fuzzy model with BSO

in their proposed algorithm. The statistical results indicated that the algorithm produced promising results

when compared with PSO, GA, GP, and ACO. Ghaemi & Derakhshi developed a Forest Optimization955

Algorithm (FOA) for feature selection [211]. The experiments were held on real-world datasets and the

results were compared with PSO. The algorithm could improve the accuracy of classification in selected

datasets. Chen & Chen developed a wrapper method with cosine similarity based SVM for feature selection

in 2015 [212]. The algorithm performs SVM parameter learning and removes redundant features. Rodrigues

et al. developed a binary-constrained Flower Pollination Algorithm for feature selection [213]. The algorithm960

uses a boolean lattice as a search space where each solution defines whether a feature is selected or not.

Experiments on datasets with FA, PSO, and HS have shown the high performance of the algorithm. Mirjalili

proposed the Moth-flame Optimization Algorithm in 2015 [214]. Moths use a fixed angle considering the

moon while moving at night. It is an effective way of traveling long distances. Mirjalili modeled this

behavior of the insects to perform a better optimization. The results demonstrated the high performance965

of the algorithm. Wang et al. developed a Monarch Butterfly Optimization (MBO) for feature selection

[215]. The authors demonstrated the performance of the MBO on five other metaheuristic algorithms

with benchmark problems. Yan et al. developed a Coral Reefs Optimization algorithm for deciding the

best features in 2019 [216]. Tournament selection was used to increase the diversity of individuals in the

population. The KNN was employed to evaluate the accuracy of classification. Experiments on public970

medical datasets showed that the algorithm outperformed other state-of-the-art methods. Alweshah et al.

developed an MBO algorithm with a wrapper feature selection method with KNN [138]. Experiments were

implemented on benchmark datasets, and the results showed that MBO was superior for all datasets while

reducing the selected features. Kiziloz developed a formal comparison of classifier ensemble techniques for

the feature selection domain [217]. The author reported that ensemble algorithms can perform better than975

single classifiers; however, they spend longer optimization times.
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Dolphin echolocation is a metaheuristic proposed by Kaveh and Farhoudi [218]. In addition, Colliding

Bodies Optimization is another metaheuristic proposed by Kaveh and Mahdavi [219]. Shah-Hosseini pro-

posed the Galaxy-based Search Algorithm to explore the continuous optimization problems [220]. Jain et

al. proposed the Squirrel Search Algorithm in 2019 [221]. It simulates the foraging behavior of flying squir-980

rels. The algorithm demonstrated that accurate solutions are possible with a high convergence rate when

compared to other existing optimizers. There are many (hundreds of) new but less explored metaheuristics

in the literature, which were excluded from this review not to disturb the readers and to prevent a chaotic

environment.

4.24. A summary comparison of the selected algorithms985

These 22 algorithms are selected from hundreds of metaheuristic algorithms proposed for the last two

decades. When comparing the performance of algorithms, one of the most important criteria for us was

the number of citations. Although the older algorithms like ABC (2005) seem to be more likely to be cited

by years, the GWO (2014), GOA (2018), FA (2009), TLBO (2011), and WOA (2016), although relatively

new, have a high number of citations. They can be applied in many domains, and the results make these990

algorithms come to the fore. Practical and simple operators in the field of exploration and exploitation

and the fact that their codes are open to scientists (as a framework) also provide these algorithms with

superiority.

In Table 2, we categorize the metaheuristic algorithms in terms of their nature, inspiration, and the exis-

tence/use of leaders. Of these 22 algorithms, most of them (17) are based on animal nature. The remaining995

ones are based on human behaviour (2), science (2), and evolutionary (1). Animal-based algorithms are

inspired by the animals’ varying behaviours. These behaviours are food search (8), hunting (6), mating (3),

and breeding (1). Other algorithms are inspired by observational facts. Finally, we categorize the algo-

rithms based on their search mechanism. Some of the algorithms (9) utilize the knowledge incorporated by

the best solution (leader) for enhancing its exploitation capabilities. The mentioned best solution could be1000

either the iteration best (local) or the overall best (global) solution. Accordingly, four algorithms utilize the

local leader, one algorithm utilizes the global leader, and another algorithm utilizes both. Of the remaining

algorithms, one of them utilizes local best and local worst solutions, whereas another algorithm utilizes their

global counterparts, i.e., global best and global worst. The last algorithm, GWO, utilizes three local leaders

in its search mechanism. The remaining 13 algorithms do not track the best solution. They explore the1005

search space with random walks.

We analyzed a total of 82 studies that applies these 22 algorithms on the feature selection domain in

terms of the used datasets, classifiers, evaluation metrics, and transfer functions [11, 12, 15–18, 95, 100, 111–

113, 117–124, 126–128, 130–142, 147–152, 155–157, 161–165, 167–170, 173–178, 180–184, 187–189, 191–

195, 197–200, 204–209].1010
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Table 2: Categorization of the metaheuristic algorithms.

Metaheuristic Nature Inspiration Leader

ABC animal-based food search -

AFSA animal-based hunting -

ALO animal-based hunting -

BA animal-based hunting global best

BBO evolutionary observational -

BFO animal-based food search -

BOA animal-based food search, mating randomly local or global best

CS animal-based breeding -

CSA animal-based food search -

DA animal-based food search -

FA animal-based mating -

GOA animal-based food search -

GSA science-based observational local best and local worst

GWO animal-based hunting three local best

HHO animal-based hunting local best

HS human-based observational -

KH animal-based food search global best and global worst

SCA science-based observational -

SSA animal-based food search local best

SSO animal-based mating -

TLBO human-based observational local best

WOA animal-based hunting randomly random walk or local best

In Figure 12, we present the most used datasets by these studies. The Breast Cancer dataset takes the

lead in this figure as it is utilized in 61 out of 82 studies (74.39%). It is followed by the Congressional Voting

Records, Ionosphere, Connectionist Bench (Sonar, Mines vs. Rocks), and Statlog (Heart) datasets. These

datasets are commonly referred to as Vote, Ionosphere, Sonar, and Heart, respectively. It is also clear from

the figure that researchers mostly prefer the UCI machine learning repository to retrieve datasets.1015

Moreover, in Figure 13, we present the most used classifiers. K-Nearest Neighbors is the most preferred

classifier in these studies with its 60.98% ratio. Support Vector Machines, Naive Bayes, and Decision Tree
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Figure 12: The most used datasets in the analyzed feature selection studies.

follow it.

Furthermore, in Figure 14, we present the most used evaluation metrics. Almost all studies (90.24%)

utilize accuracy and fitness value as the performance metric. The other commonly used metrics are the1020

number of selected features and execution time, in respective order.

Finally, details on the use of transfer function in these 82 studies are as follows. Forty-six studies (56.1%)

do not use a transfer function. Of the remaining 36 studies, 25 of them (69.44%) utilize S-shaped transfer

functions, and 18 of them (50%) utilize V-shaped transfer functions. Two studies (5.5%) use a simple

threshold value to represent the real value in the binary domain.1025

It can be seen from the detailed breakdown of the datasets, classifiers, evaluation metrics, and transfer

functions that most feature selection studies verify the efficiency of their new algorithms over simple and well-

known scenarios. However, real-world problems are generally more complex. For example, sentiment analysis

is a common natural language processing task, and it can be designed as a binary classification problem where
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Figure 13: The most used classifiers in the analyzed feature selection studies.

the sentiment can either be positive or negative. In this scenario, the number of features may increase up to1030

tens of thousands, where algorithms for simple scenarios may not suffice. Feature selection of gene expression

data is another important topic with its high amount of features and unique requirements. All metaheuristic

algorithms possess different strengths and weaknesses [29]. Therefore, by taking into consideration the

differences of these algorithms, choosing the correct algorithm for a specific problem would be beneficial

to improve the performance. Some of the metaheuristics are algorithmic parameterless (CS, TLBO), while1035

some others require many parameters to be tuned (ABC, BFO, BBO). Similarly, some of them prioritize

exploration (ABC, GOA), while others can perform exploitation better (GWO, SCA, WOA). For example, if

the task requires analyzing a high amount of data, such as gene expression analysis, it is important to choose

an algorithm that prioritizes exploration over exploitation to be able to identify the regions with high-quality

solutions [71]. However, for a vehicle routing problem, the exploitation capabilities of the algorithm play1040

an essential role in the outcome [222]. Researchers study on improving these metaheuristic algorithms in

different angles for various domains and tasks [223]. There exist studies that propose an enhanced initial

population for metaheuristics [224, 225] or exploration and exploitation operators [226, 227].

5. Multiobjective metaheuristic algorithms for feature selection

In this part of our survey, we summarize some of the salient articles on multiobjective feature selection1045

version of the problem. We explain what they have achieved differently from the single-objective version
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Figure 14: The most used evaluation metrics in the analyzed feature selection studies.

of the feature selection. It is clear that due to the multiobjective behavior of the problem, there is a set

of solutions after optimization is applied to the problem. Therefore, we cannot expect an optimal single

solution [228, 229].

Zhou et al. prepared a survey about multiobjective evolutionary algorithms between 2010 and 2018 [230].1050

The authors defined the multiobjective optimization problem as having several conflicting objectives and a

set of solutions. Algorithmic frameworks, selection methods, reproduction operators, benchmark problems,

performance indicators, and applications were analyzed in their study. Some future research issues were also

discussed.

Al-Tashi et al. mentioned studies on multiobjective feature selection and proposed algorithms in their1055

survey [86]. Their review covered related studies between 2012 and 2019. Recent challenges were explained

for future research. Kiziloz et al. developed novel multiobjective TLBO methods for binary classification

problems [206]. The proposed algorithms were claimed not to have any algorithm-specific parameters to

be set. Experiments on UCI datasets verified that the proposed multiobjective TLBO algorithms could

outperform SS, Non-dominated Sorting Genetic Algorithm II (NSGA-II), PSO, TS, and Greedy algorithms.1060

Narendra and Fukunaga developed a branch and bound algorithm to identify the best feature subset [231].

Yang and Honavar presented a GA for the feature selection task [232]. They showed that GA improves the

results on benchmark datasets.

Deniz et al. proposed a multiobjective GA for the feature selection of binary classification [10]. The
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algorithm was compared with Greedy, PSO, and TS. Hancer et al. proposed a new multiobjective ABC1065

algorithm for feature selection [13]. The algorithm used non-dominated sorting and GA operators. Zhang et

al. studied a new multiobjective binary DE with a self-learning feature selection approach [233]. Wang et

al. studied a multiobjective feature selection algorithm with a sample reduction strategy [234]. Moreover,

Hu et al. proposed a fuzzy multiobjective feature selection method with PSO [235]. Li et al. proposed a

multiobjective feature selection approach for key quality characteristics of unbalanced data [236]. The hybrid1070

algorithm combines GA with a direct multi-search strategy. Wang et al. studied a multiobjective feature

selection evolutionary algorithm [234]. K-means clustering with differential selection was proposed. An

improved ABC was combined with PSO. The proposed strategy was shown to be more suitable. Ghanem &

Aman proposed a multiobjective ABC for intrusion-detection systems [237]. A feed-forward neural network

was used as the classifier. Castro & Fernando developed a multiobjective Bayesian AIS for feature selection1075

[238]. The algorithm performs a multimodal search to maintain the diversity of the population. The

experiments verified the efficiency of the approach to feature selection. Li & Yin proposed a multiobjective

BBO algorithm that uses the non-dominated sorting method and the crowding distance method with SVM

[239]. The experiments performed on benchmarks demonstrated that the proposed method is competitive

against PSO with SVM. Rodrigues et al. proposed multi and many-objective variants of Artificial Butterfly1080

Optimization [240]. The results showed that the binary single-objective version of the algorithm performed

better than the other state-of-the-art techniques.

6. Hybrid metaheuristic and hyperheuristic algorithms

In this section, we give brief information about hybrid and hyperheuristic algorithms developed for the

feature selection problem. The hybrid algorithms are developed by combining the current metaheuristics or1085

classical algorithms. The main purpose of hybrid algorithms is to combine the skills of diverse algorithms to

obtain better results. Therefore, hybrid metaheuristic algorithms have significant improvements compared

to single metaheuristic algorithms. Hence, more efficient and flexible algorithms can be developed using

these hybrid methods [241, 242]. Hyperheuristics use a set of methods to automate the design of heuristics

to optimize NP-hard computational search problems [243].1090

Zorarpacı et al. proposed a new hybrid method that combines ABC with DE metaheuristic [244]. Du et

al. proposed a hybrid HHO to address air pollution concentrations [245]. They aimed to warn the public

about hazardous air pollutants. Abdel et al. presented a hybrid version of the HHO algorithm with SA to

solve the feature selection problem [182]. New wrapper approaches were proposed with WOA by Mafarja

and Mirjalili [17, 208]. Ibrahim et al. presented a hybrid PSO combined with SSA [246]. The exploration1095

and the exploitation steps were enhanced. The experiments were carried out on UCI datasets.

Neggaz et al. developed a new SSA using SCA and Disrupt Operator [247]. The algorithm improved the
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exploration, and a better stagnation-aware method was developed to balance exploration and exploitation.

Experiments showed a good performance in terms of accuracy, sensitivity, specificity, and the number of

selected features. Arora et al. proposed a hybrid GWO with CSA to generate promising candidate solutions1100

to obtain global optima [248]. The algorithm was compared to other algorithms, and the statistical results

verified that the algorithm could outperform other algorithms, including the different versions of GWO.

Zhang et al. developed a novel HHO by embedding the SSA into the original HHO to improve the

ability of the optimizer to search [180]. Lee & Dae-Won presented a memetic feature selection algorithm

for multi-label classification, and the authors claimed that they prevented fast convergence and improved1105

the performance [249]. The method employs memetic procedures to obtain better feature subsets through

genetic operators. Empirical studies showed that the method outperforms conventional multi-label feature

selection methods. Chen et al. proposed an HHO that combines the DE, chaos, and topological multi-

population strategies [250]. The algorithm was compared with recent studies, and the method was verified

to be a suitable tool for complex optimization problems. Mafarja & Mirjalili combined hill-climbing and1110

binary ALO [251]. A set of ants was generated and combined by embedding the best features with filter

feature selection models. The algorithm was superior on UCI datasets when compared with the recent

approaches. Sarhani et al. proposed a binary hybrid PSO and GSA algorithm for feature selection [252].

A mutation operator was developed to provide diversity in the population. The proposed method could

outperform other metaheuristic and well-known feature selection algorithms. Pandey et al. introduced a CS1115

method based on principal component analysis and fast independent component analysis to deal with the

stable selection of features [147]. The algorithm was compared with plain CS, BA, GSA, WOA with SA,

and binary GWO.

Hafez et al. developed a hybrid Monkey Algorithm with KH that adaptively balances the exploration

and exploitation phases of the optimization [253]. The algorithm uses the movements of the chickens. The1120

algorithm showed advances over PSO and GA on UCI datasets. Wang et al. proposed a hybrid TLBO and

DE algorithm to solve chaotic time series prediction [254]. The DE was used to update the best positions of

individuals to improve the TLBO in avoiding stagnation. The hybrid algorithm improved the convergence

and the performance of the optimization. Deb et al. proposed an improved version of the Chicken Swarm

Optimization algorithm with TLBO using an update method of roosters and a novel constraint-handling1125

technique to get rid of stagnation [255] . The proposed algorithm was competitive with existing optimization

algorithms in the literature. Oliva et al. proposed SCA and ALO with classical thresholding criteria to

perform multilevel thresholding (segmentation on images) over the energy curve [256]. Experiments verified

the efficiency of ALO for multilevel thresholding. Kihel & Chouraqui proposed a new clonal selection theory

inspired AIS for feature subset selection [257]. The authors used the FA and clonal selection algorithms1130

to select the most relevant features in a dataset. Two new hybrid algorithms based on Immune Firefly

Algorithm were developed. The experimental results on UCI datasets showed that the methods significantly
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outperform most of the used feature selection algorithms. Ghetas et al. combined MBO with HS to enhance

the exploitation and exploration ability and speed up the convergence rate of MBO [258]. The experimental

results demonstrated that the algorithm performs better than the classical MBO and other algorithms. Kora1135

et al. combined BFO and PSO for the feature selection of Electrocardiogram signals [259]. The method

executes local search with the chemotactic movements of BFO and the global search with a PSO operator.

Shreem et al. proposed a selection algorithm for microarray datasets with a symmetrical uncertainty filter

and HS [260]. Experimental results showed that the algorithm performs better in all datasets in terms of

the accuracy and number of features. Nekkaa et al. proposed a hybrid HS with a stochastic local search for1140

feature selection [261]. A novel selection method was developed to select the solutions for local refinement,

providing a good balance between exploration and exploitation. Experimental results were observed to

be competitive. Mafarja & Mirjalili developed a hybrid WOA and SA algorithm [208]. The SA enhances

the exploitation by working on the most promising regions selected by the WOA. The results verified the

efficiency of the proposed approaches compared to other wrappers. Das et al. developed a method that1145

combines an SVM with TLBO for the prediction of financial time-series data [262].

Yogesh et al. proposed a new BBO-PSO algorithm for the feature selection of speech recognition sys-

tem, identifying speaker’s emotion [263]. The experiments were carried out on many datasets, and the

obtained results proved the effectiveness of the algorithm compared to previous metaheuristics. Al-Tashi et

al. proposed a binary hybrid GWO and PSO algorithm for the feature selection problem [167]. The KNN1150

classifier with the Euclidean separation metric was employed in the algorithm. The results on UCI datasets

verified that the algorithm outperformed GWO, PSO, GA, and WOA with SA in terms of accuracy and

the number of features. Kumar & Bharti developed a hybrid SCA with PSO algorithm to select the best

subset of features [264]. A V-shaped transfer function was used to calculate the probability of changing the

locations of the particles. The performance of the algorithm was better than WOA, moth flame algorithm,1155

DFA, SCA, and ABC. The results demonstrated that the proposed algorithm attained better performance in

most of the datasets. Anter & Ali developed a hybrid CSA with chaos theory and fuzzy c-means for feature

selection of medical diagnosis datasets [265]. The CSA uses the global optimization technique to avoid the

stagnation problem of local search. The proposed algorithm was compared with chaotic ALO, CSA, ALO,

and BA on breast cancer, lung cancer, diabetes, heart, hepatitis, liver disorders, and arrhythmia datasets.1160

Hyperheuristics algorithms were first introduced in 2000 [243]. There are mainly two hyperheuristic

approaches: heuristic selection and generation. Montazeri proposed a hyperheuristic for feature selection in

2016 [266]. Low-level heuristics were named exploiter and explorer. The author proposed a GA to select low-

level heuristics and balance the exploitation and exploration activities. An adaptive feature selection method

was proposed, which was observed to outperform recent methods. Hunt et al. proposed a GP hyperheuristic1165

for feature selection [267]. The algorithm uses new heuristics with building blocks. The heuristics were

used as new search algorithms. The classifiers were improved using a small number of features obtained
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by evolved heuristics. Abdollahzadeh et al. proposed an HHO algorithm with the Fruitfly Optimization

Algorithm for feature selection [268]. The results were compared with NSGA-II and ABC algorithms on

standard datasets with mean, best, worst, and standard deviation. The results were reported on the Pareto1170

front charts, showing that the performance on the dataset is promising. Dif & Elberrichi proposed a dynamic

hybrid algorithm with GA, PSO, BA, and DE metaheuristics [269] . The experiments were performed on

face image recognition datasets with KNN. The results showed that the proposed algorithm found the best

solutions.

7. Common datasets and search engines1175

In this part of our research, we give information about the machine learning benchmark datasets and

search engines that are used by feature selection algorithms in experiments. Experiments should be done on

well-known datasets to observe the performances of the proposed feature selection algorithms. It is important

that these datasets have a benchmark feature, are accessible to everyone, used by previous studies, appeal to

a wider audience of readers and researchers, and provide a fair experimental ground. It is also seen in some1180

studies that the authors have produced their datasets and made them available to everyone. The number of

features and the instances (rows) are among the most important properties of datasets that gain importance

during experiments. The performance of metaheuristics should be verified on large datasets with a higher

number of features and instances.

One of the most well-known repositories for the datasets used in machine learning studies is the University1185

of California, Irvine (UCI) Machine Learning Repository [270]. This website collects problem instances and

data generators for the empirical tests1. The database was developed in 1987 by David Aha, and it has

been intensively used by researchers all over the world. There exist 559 publicly available datasets. The

properties of the most famous datasets from the UCI repository can be seen in Table 3. The presented

datasets are the most used 10 datasets in the feature selection domain according to the analysis results of1190

82 studies (see Figure 12).

Kaggle has been another active website for data scientists and the community of machine learning

scientists since 20102. At Kaggle, users can access many new datasets of the researchers and release their

own datasets. It is possible to study with other scientists and engineers and initialize competitions on

data science challenges. Kaggle has numerous real-life datasets in different formats. Code of algorithms1195

and data can be obtained easily. There are over 100 thousand public datasets as of November 2021 [271].

COVID-19 Open Research Dataset, Credit Card Fraud Detection, Novel Corona Virus 2019 Dataset, and

Heart Disease UCI are among the most popular datasets of this repository. Moreover, Amazon Web Services

1https://archive.ics.uci.edu/ml/datasets.php
2https://www.kaggle.com/datasets
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Table 3: Frequently used benchmark datasets of UCI machine learning repository.

Dataset # of features # of instances # of classes

Breast Cancer 9 286 2

Congressional Voting Records 16 435 2

Ionosphere 34 351 2

Connectionist Bench (Sonar, Mines vs. Rocks) 60 208 2

Statlog (Heart) 13 270 2

Wine 13 178 3

Zoo 17 101 7

Waveform 40 5000 3

SPECT Heart 22 267 2

Lymphography 18 148 4

(AWS)3 resources provide many datasets in Public Transport, Satellite Images, Ecological Resources, etc.

The Cancer Genome Atlas, Common Web Crawl data of 50 billion web pages, Sentinel-2 (high-resolution1200

optical imagery), and COVID-19 Datasets are the well-known datasets of AWS.

Google provided a search engine for datasets in 20184. The engine unifies tens of thousands of different

repositories for datasets. The search engine helps researchers find free data. Microsoft also has its Research

Open Data repository on the cloud for global research communities. This service provides datasets used in

published studies5. Awesome Public Datasets Collection is another repository of Agriculture, Biology, Earth1205

Science, Education, Finance, Image Processing, Search Engines, Social Networks, and Transportation. Most

of the datasets are free6.

The well-known biomedical datasets used in classification are ColonTumor, DLBCL-Harvard, and Nervous-

System (gene expression, protein profiling, and genomic sequence). These datasets include high-dimensional

instances from 2,000 to 12,6007. Kent Ridge Bio-medical Dataset8 is another source for biomedical data.1210

Some of the well-known cancer datasets are also available9. For the treatment of cancer patients, five new

datasets are introduced in a study that proposes the Gene Expression Model Selector (GEMS) system [272].

LIBSVM Dataset provides preprocessed data within the LIBSVM library [273]. Scikit-feature is an open-

3https://registry.opendata.aws/
4https://datasetsearch.research.google.com/
5https://msropendata.com/
6https://github.com/awesomedata/awesome-public-datasets
7http://datam.i2r.a-tar.edu.sg/datasets/krbd/index.html
8http://leo.ugr.es/elvira/DBCRepository/
9http://research.janelia.org/peng/proj/ and http://www.gemssystem.org
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source code repository in Python10. It contains more than 30 feature selection algorithms.

8. Conclusion and future work1215

This part discusses the open issues and challenges of feature selection problems. We believe that the use of

metaheuristics for feature selection problems will grow at high speed and provide state-of-the-art methods.

According to the No-Free-Lunch (NFL) theorem, no heuristic is good enough to solve all optimization

problems. Most metaheuristics have at least one area where they perform better than others. However,

there is no guarantee to find the best subset of features from different domains using a single metaheuristic.1220

Considering these issues, there will always be a possibility of obtaining better results with new metaheuristics

on feature selection. In the literature, hundreds of new articles are being published every year that produce

high-quality solutions with metaheuristics on feature selection. This intense interest attracts the attention

of numerous researchers. The reported results of these algorithms are remarkable even with large datasets.

In this context, we reviewed the studies of distinguished academicians who received many citations and1225

whose papers are published in top journals and conferences.

Local optima and stagnation are the biggest challenges of the combinatorial optimization community.

Many techniques are being developed and tested to tackle these problems. In this sense, the metaheuristics

are gradient-free approaches, and they are good at obtaining global optimal values, whereas gradient-based

methods are more prone to finding the local optima. Therefore, the strategy of gradient-free methods is1230

more powerful than other approaches.

A more fair test-bed is required for new metaheuristic feature selection algorithms. This can be a good

area of research for the feature selection problem. A black-box optimization benchmark can be provided, and

the results of the new algorithms can be verified on this test-bed [274, 275]. One of the main drawbacks of

the metaheuristic feature selection algorithms is that they have to calculate each new candidate solution us-1235

ing a machine learning algorithm, which consumes a significant amount of computation time and hinders an

effective optimization of selecting the best subset of features. Therefore, faster machine learning techniques

can be more promising alternatives while obtaining the best accuracy solutions. High-performance compu-

tation environments like GPUs, MPI, and OpenMP can be good solutions to deal with this computation

burden. Since the granularity of metaheuristics is very suitable for parallel computation, each chromosome1240

can be calculated individually and inserted into the population. Alba et al. present the advantages and

opportunities that can be realized using parallel metaheuristics in their comprehensive studies [276, 277].

The introduction of a new metaheuristic facilitates many alternatives to build new hybrid wrapper

algorithms. There will always be a prolific research area considering the hybrid versions of the new meta-

10http://featureselection.asu.edu/datasets.php
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heuristics. Memetic algorithms can also be noted as another research area that combines metaheuristics and1245

local search algorithms for better prediction accuracies.

Another exciting research area related to wrapper style feature selection algorithms can be using hyper-

heuristic methods. We think that there is not enough work in this field, and it is an open area for improve-

ment. These methods are constructed on the main principles of the NFL theorem. They select the best

possible low-heuristic among many alternatives and increase the possibility of obtaining the (near)-optimal1250

solution according to the behaviour of the problem space. The basic heuristics of the recent algorithms

proposed in this review can be tested in a hyperheuristic approach. We believe that interesting results will

be observed during the experiments.

It is not expected that every metaheuristic feature selection algorithm will work best in all problems.

Therefore, under-performing results should also be reported. The researcher should give good reasons why1255

the proposed algorithm works well for particular issues. Experiments should be expected to provide the

same results under the same conditions. The number of experimental executions should be large enough to

provide statistical analysis, and the average results of the executions should be presented. An equal number

of fitness evaluations should be performed when making comparisons with other metaheuristics to be fair.

The code (datasets and even the LaTeX formulas) should be publicly available.1260

Providing a good balance between the exploration and exploitation phases of the metaheuristics will

always be a critical issue for better results. Efforts on this problem should also be highlighted as new

metaheuristics are being proposed. In these days of epidemic disease, new datasets of COVID-19 are being

introduced every day. Verifying the results of the new proposed wrapper feature selection algorithms in this

field will gain importance shortly.1265
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